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A B S T R A C T

A new kinetic Monte Carlo simulation approach for crystal growth from solution is presented. The simulations
include an explicit representation of an extended volume of solution above the crystal face and realistically
treats voids within the forming crystal, step overhangs and concentration gradients in the mother solution. The
effect of impurities on step growth is investigated and it is shown that the results depend on a complex interplay
between concentration gradients in solution driven by the consumption of material during step growth, the
lifetime of impurities on the crystal surface and the geometry of the steps.
1. Introduction

The modern understanding of crystal growth is based on the fun-
damental insights developed in the first half of the twentieth century,
resulting in the landmark 1951 paper of Burton, Frank and Cabrera [1].
This work was the starting point for many subsequent developments
as notably discussed by one of the prominent contributors to this
subject, Alexander Chernov, upon the occasion of the 50th anniversary
of the original publication [2]. The basic elements are well known: in
classical growth, steps originate either via 2D nucleation on the crystal
surface or from defects such as dislocations, and then spread by the
binding of crystal molecules at kink sites. The role of mass transport
both in the form of surface diffusion and of diffusion from solution,
when applicable, in controlling growth rates has been stressed in
particular in the work of Chernov [2,3]. Despite the challenges arising
from the presence of multiple length scales (molecules and kinks, step
fronts and crystal layers) and the associated range of time scales, it is
now possible to directly observe many aspects of the process of crystal
growth. For example, in experiment biological macromolecules are
often used as model systems because their large size enables molecular
resolution of the surface features (e.g., using AFM [4–6] or via confocal
microscopy [7–9]).

Whatever the context – be it geological processes, the manufacture
of pharmaceuticals, or any other – crystals almost never form in a
pure environment and the role of impurities in impeding or promoting
crystal growth is an important practical issue. This was also recognized
from very early on and was addressed in the well-known model of
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Cabrera and Vermilyea (henceforth, CV) [10] which still forms the
starting point of most discussion of impurity effects. In the CV model
for the effect of impurities that impede step growth, when a (more
or less) planar step front encounters impurities on the crystal surface,
it is pinned at the points in contact with the impurities. At first, the
remaining step front continues to grow but the pinned points lead to
a curved interface which, due to the Gibbs–Thompson effect, results
in a lower effective supersaturation at the step front. If the radius of
curvature of the step front – which is just half the typical distance
between impurities – is greater than the critical radius for 2D island
nucleation, then the finger can grow in the same way as a super-critical
island will grow, despite its curved interface. However, if the radius is
smaller than the critical radius, then growth is not possible and the step
becomes pinned. A survey of recent literature supporting, refining and
challenging the CV model can be found in Ref. [11], but it remains the
most common paradigm.

Computer simulations offer another way of investigating crystal
growth having the advantage of molecular resolution and complete
control of conditions. Molecular-scale simulations of crystal growth
have a long history, going back at least fifty years to the classic work of
Gilmer and Bennema [12]. In order to study much larger systems and
longer times than would be possible with direct molecular-dynamics
simulations, simplifications are often introduced such as the use of
lattice-based, stochastic models like kinetic Monte Carlo (kMC). Indeed,
one of the oldest and best known models used to study crystal growth
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is the lattice-based, kMC Solid-On-Solid (SOS) model in which only the
crystal surface is directly simulated (see, e.g. Ref. [13]). Even more
coarse-grained are models that only describe the evolution of the step
front itself, e.g. the recent work of Weeks et al. [14]. In recent work
using a classic SOS model, the CV model was tested in detail and
was shown to be lacking a great deal of important physics [11]. In
particular, it was shown that the Gibbs–Thompson effect is not the
determinant of the step-pinning threshold, but rather the more basic
criterion of whether or not step growth lowers the free energy of
the overall system: the crystal and the reservoir of crystal molecules
(e.g. the solution) taken together. This in turn implies that the step-
pinning threshold depends on details like the size of impurities and
whether or not they are incorporated into the crystal. It was also shown
that the residency time of impurities on the crystal surface plays a
critical role in whether or not they impede step growth: even very high
concentrations of impurities on the crystal surface have little effect on
step growth rates if they attach and detach very quickly, partly because
they are not incorporated into the growing crystal and partly because
kink sites are only blocked a short time if the impurities move quickly.
The refined paradigm resulting from this work is that step blocking is
analogous to a first-order phase transition and that whether or not the
free energy of the system is lowered by the adding a crystal layer is
the only factor determining whether or not the transition (i.e. adding
a layer) will take place. The CV criterion plays the role of defining
the spinodal: when the concentration of impurities is below the CV
threshold, there is no barrier to the growth of fingers between the
impurities (analogous to the process of spinodal decomposition) but
when the concentration exceeds the CV threshold, the system’s free
energy is first increased by the growth of fingers and only decreases
when they become large enough and so this process requires stochastic
fluctuations quite analogous to the process of nucleation [15].

Another insight coming from simulation was the demonstration that
step-bunches, or macrosteps, could grow even when the concentration
of impurities was high enough to completely arrest the growth of
elementary steps [16]. This is possible because newly formed step faces
contain few impurities and so growth up the step face is possible.
However, the limitations of the SOS model which include the absence
of overhangs, of voids in the crystal and the assumption of uniform
supersaturation mean that its use to model a complex systems such
as macrosteps with impurities is questionable. For this reason, we
introduced an extension of the SOS model which includes an explicit
representation of the solution above the crystal and which overcomes
the objection that the supersaturation at the crystal face is forced to
be uniform [17]. This was used to confirm the SOS results concerning
macrosteps and to study the effects of fluid flow on the growth of
pure crystals [18]. However, since it was a hybrid model it retained
some of the limitations of the SOS simulations: in particular, a lack of
overhangs and voids and required a complicated and subtle treatment
of the interface between the crystal and the solution.

In the present work, we describe a new lattice-based kMC model
in which all SOS-type constraints are removed, thus giving the most
realistic description of step growth possible in this class of simulations.
This means that rather than treating dynamically only the molecules
comprising the surface of the crystal, as in the SOS model, together with
those in the fluid, as in our previous work, we include all molecules in
the crystal as full participants in the dynamics. If implemented naively,
this would involve a large increase in computational effort for little gain
since it would mean trying to move molecules in the bulk of the crystal
which – having no empty neighbor sites in which to move – are almost
all immobile. We eliminate most of this increase by monitoring the state
of each molecule and only attempting to move molecules which are
not immobilized by their environment. We present this algorithm in
the next Section. Following this, we discuss the results of simulations
of step growth for pure systems and in the presence of impurities.
In both cases, concentration gradients in the solution mean that the
supersaturation at the crystal surface can differ substantially from that
2

Fig. 1. A two-dimensional version of our simulation cell. The blue squares are
molecules that are bound to the crystal. The black ones are also crystal molecules
but they are ‘‘frozen’’ and do not move. The red squares are molecules in solution.
Molecules in solution move by jumping to nearest neighbor sites and the upper
boundary of the simulation cell is open with particles free to leave. Molecules randomly
enter at the top boundary. The other (horizontal) boundaries are periodic. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

in the bulk solution. Furthermore, the effect of impurities is seen to be
intimately tied to how strongly they bind to the crystal. The latter effect
is found to be non-monotonic due to the two, opposing effects of lower
impurity binding energy leads to fewer impurities being incorporated
into the crystal while, at a fixed surface concentration, leading to a
higher chance of impurities blocking kink sites. In the final section, we
summarize the results and discuss future prospects for exploiting our
novel simulation method.

2. Description of the algorithm

2.1. General overview

Our simulations take place on a cubic lattice with 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧
sites and lattice spacing 𝑎 with molecules that move from site to site
on the lattice by means of jumps between Cartesian nearest neighbors
(see Fig. 1). Periodic boundaries are applied in the lateral (x- and
𝑦-directions) while the 𝑧 = 0 plane is filled with fixed (immobile)
crystal-species molecules to anchor the crystal. The top of the simu-
lation cell (layer 𝑁𝑧) is open and particles are free to jump out of the
cell and, to compensate, molecules stochastically jump into the top-
most layer with a frequency related to the super-saturation, as discussed
below. All particles in the simulation cell, except those in the fixed
bottom layer, are eligible to jump to any of its six nearest neighbor
sites however, any such jump that is attempted fails if the destination
site is already occupied. Hence, molecules with no empty neighbors are
effectively immobile and we take advantage of this by only attempting
moves for the population of mobile molecules. The fixed layer at the
bottom is technically not necessary – the bottom could be treated the
same as the top of the cell – but since almost all attempts to enter the
simulation cell would be rejected, it is computationally more efficient
to simply use the fixed layer boundary condition.

Physics enters via the interaction between molecules and via how
they move. A molecule forms bonds with each of its nearest-neighbor
molecules with the energy of the bonds depending on the species of
the two molecules. In this work, we will take the crystal–crystal bond
strength to be −𝜀, independent of the direction of the bond. Since each
bond is shared by the two participants, a molecule in the bulk has six
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neighbors and a total energy of −3𝜀. Our primary interest here is in
systems with two species: a crystal-forming species A and an impurity
species B and so we specify separately the crystal–crystal bond strength
as 𝜀𝐴𝐴 and that between a crystal molecule and an impurity as 𝜀𝐴𝐵 and
he impurity–impurity strength as 𝜀𝐵𝐵 . However, for brevity, we will
imply write 𝜀𝐴𝐴 = 𝜀 for the crystal–crystal bond.

The molecules move by making random jumps between Carte-
ian nearest neighbor sites following the standard kinetic Monte Carlo
kMC) algorithm. Since sites cannot be occupied by more than a single
olecule, molecules that are surrounded by six occupied sites (e.g. most

rystal molecules not on the surface) cannot move and are referred
o as immobile: the rest are called mobile molecules. For reasons
f efficiency, immobile molecules are not considered when deciding
hich molecule to move next so the only candidates are the 𝑁 (𝑘) mobile
olecules available after 𝑘 kMC steps. Above the crystal is a virtual

eservoir of molecules having a uniform density 𝑛S for each species
𝑆 and, unlike in the simulation cell, molecules in the reservoir do
not interact with one another (or with molecules in the simulation
cell) so they are an ideal gas. Hence, besides the mobile molecules,
there are also (𝑛𝐴+𝑛𝐵)𝑁𝑥𝑁𝑦 reservoir molecules that could jump in
the −𝑧 direction and thus enter the simulation cell. Since each mobile
molecule can potentially hop to one of six neighboring sites and each
reservoir molecule can make only one relevant jump, the total number
of possible moves for timestep 𝑘 is 6𝑁 (𝑘) + (𝑛𝐴 + 𝑛𝐵)𝑁𝑥𝑁𝑦. A kMC
step consists in randomly choosing one of these moves, testing whether
it should be accepted and then, if so, executing it. Many moves will
be rejected either because the target site is already occupied or for
energetic reasons, as explained below. Whether or not accepted, the
time is advanced by some amount 𝜏(𝑘). In the following subsections,
we discuss the details of the various elements.

2.2. Description of the dynamics

At every timestep, a molecule is chosen and an attempt is made
to move it. To describe the dynamics succinctly, we collect the three
Cartesian indices indicating the position of lattice site into ‘‘super
indices’’ denoted by bold capital letters, e.g. 𝐈 = (𝐼𝑥, 𝐼𝑦, 𝐼𝑧) and let 𝑛(𝑘)(𝐈)
be the number of molecules, or occupancy, at site 𝐈 at time-step 𝑘. We
are interested in simulating multiple species so let 𝑛(𝑘)𝑆 (𝐈) be the number
of molecules of species 𝑆 at site 𝐈. Clearly, 𝑛(𝑘)(𝐈) = 𝑛(𝑘)𝐴 (𝐈) + 𝑛(𝑘)𝐵 (𝐈)
and since each site can only be occupied by one molecule, all of these
occupancies are either zero or one.

The dynamics follows the simple master equation

𝑛(𝑘+1)𝑆 (𝐈) = 𝑛(𝑘)𝑆 (𝐈) +
∑

𝐉∈Neighbors of 𝐈

(

𝑃 (𝑘)
𝑆𝐉→𝐈 − 𝑃 (𝑘)

𝑆𝐈→𝐉

)

+ 𝛿𝐼𝑧𝑁𝑧

(

𝑃 (𝑘)
→𝑆𝐈 − 𝑃 (𝑘)

𝑆𝐈→

)

(1)

where the sum is over the Cartesian neighbors of point 𝐈 and 𝑃 (𝑘)
𝑆𝐉→𝐈

is the probability that a molecule of species 𝑆 is at site 𝐉 at timestep
𝑘 and that it hops to site 𝐈. For sites with 𝐼𝑧 < 𝑁𝑧, there will be six
terms in the sum but in the top layer, 𝐼𝑧 = 𝑁𝑧, there will only be five,
with the third term on the right accounting for the interaction with the
reservoir.

The probability of a move is the product of several factors,

𝑃 (𝑘)
𝑆𝐉→𝐈 = 𝑛(𝑘)𝑆 (𝐉)(1 − 𝑛(𝑘)(𝐈))𝑃 (𝑘)

attempt 𝑆𝐉→𝐈𝑃
(𝑘)
accept 𝑆𝐉→𝐈 (2)

each of which we describe in turn. The first term is zero unless there
is a molecule of species 𝑆 at site 𝐉, in which case it is one, while the
second is one only if the site 𝐈 is unoccupied and is zero otherwise.
This product simply means that there must be a molecule at site 𝐉 and
none at site 𝐈 for the move to occur. The third factor is the ‘‘attempt
probability’’, i.e. the probability that out of all possible moves, this
particular move, a jump from 𝐉 to 𝐈, is chosen and actually attempted
at timestep 𝑘, and the last factor is the probability that the jump is
3

accepted. Special considerations apply to the sites at the top of the
simulation cell, 𝐼𝑧 = 𝑁𝑧. These do not actually have a neighboring
site at 𝑁𝑧 + 1 but in applying the algorithm we allow jumps in the +𝑧
direction in which case the molecule is removed from the simulation
cell. For the reservoir this is modified to

𝑃 (𝑘)
𝑆→𝐈 = 𝑛𝑆(1 − 𝑛(𝑘)(𝐈))𝑃 (𝑘)

attempt 𝑆→𝐈𝑃
(𝑘)
accept 𝑆→𝐈 (3)

𝑃 (𝑘)
𝑆𝐈→ = 𝑛(𝑘)𝑆 (𝐈)(1 − (𝑛𝐴 + 𝑛𝐵))𝑃

(𝑘)
attempt 𝑆𝐈→𝑃

(𝑘)
accept 𝑆𝐈→.

The attempt probability is written as
(𝑘)
attempt 𝑆𝐉→𝐈 = 𝜈𝑆𝐉→𝐈𝜏

(𝑘) (4)

here the attempt frequency, 𝜈𝑆𝐉→𝐈, controls the speed of the particular
hysical process that the move produces. In our simulations, there are
wo attempt frequencies for each species. The first is 𝜈𝑆0 which applies
o jumps by molecules in the reservoir, in the solution in the simulation
ell and for jumps between the solution and the crystal. The second
s 𝜈𝑆Crystal which applies to moves by molecules which begin and end
s part of the crystal: i.e. surface diffusion or diffusion within the
ulk crystal (in the presence of vacancies). For each species, the jump
requency in the fluid directly determines the tracer diffusion constant
f the molecules in solution, the jump frequency for crystal diffusion
s directly related to the surface diffusion constant and the detachment
requency, determines e.g. the typical residency time of ad-atoms on
he surface. For the other class of events – molecules moving from the
eservoir to the site 𝐈 – the attempt probability is
(𝑘)
attempt 𝑆→𝐈 = 𝛿𝐼𝑧𝑁𝑧

𝜈𝑆0𝜏(
𝑘) (5)

here the first factor assures that the site is in the topmost layer and 𝜈𝑆0
s the attempt frequency for these moves. We note in passing that the
ime step 𝜏(𝑘) is not constant, as one might expect, but rather carries
n index (𝑘) since it will be seen below to depend on the number of
articles in the simulation cell at any given moment and this changes
uring the simulation due to exchange with the reservoir.

The final contribution to the transition probability is the probability
hat the move is actually accepted,
(𝑘)
accept 𝐉→𝐈 = min

(

1, 𝑒−𝛽𝛥𝐸(𝐉→𝐈)) (6)

here 𝛥𝐸(𝐉 → 𝐈) is the total change in energy of the system if the move
s made and 𝛽 = 1∕𝑘𝐵𝑇 is the inverse temperature. For reservoir jumps,
he same expression is used with the understanding that molecules in
he reservoir have no bond energy. This is the Metropolis criterion and
nsures that the detailed balance relation

𝑃 (𝑘)
accept 𝐉→𝐈

𝑃 (𝑘)
accept 𝐈→𝐉

= 𝑒−𝛽𝛥𝐸(𝐉→𝐈) (7)

holds which is necessary to produce an equilibrium state. Alternatives
are possible: e.g. the acceptance probability could depend only on the
energy needed to break any bonds that connect to the molecule at 𝐉
but without taking into consideration the bonds that will form after
the move, but these will not be considered here.

2.3. The time-step

In general, one wants the timestep to be as large as possible so
that the simulations are as efficient as possible: a small timestep means
many attempted moves which result in nothing happening. The limiting
factor on the timestep is that the sum of all probabilities must be less
than or equal to one. Given the analysis above, it follows that the sum
of the probabilities of all possible events is

∑

𝐈

(

∑

𝐉
𝑃 (𝑘)
𝐈→𝐉 + 𝛿𝐼𝑧𝑁𝑧

(

𝑃 (𝑘)
𝐈→ + 𝑃 (𝑘)

→𝐈

)

)

≤ 6𝑁 (𝑘) max
(

𝜈𝐴0, 𝜈𝐴Crystal, 𝜈𝐵0, 𝜈𝐵Crystal
)

𝜏(𝑘)

+ (𝑛𝐴𝜈𝐴0 + 𝑛𝐵𝜈𝐵0)𝑁𝑥𝑁𝑦𝜏(
𝑘) (8)
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which is guaranteed to be less than or equal to one if we take

𝜏(𝑘) ≤ 1
6𝑁 (𝑘) max

(

𝜈𝐴0, 𝜈𝐴Crystal, 𝜈𝐵0, 𝜈𝐵Crystal
)

+ (𝑛𝐴𝜈𝐴0 + 𝑛𝐵𝜈𝐵0)𝑁𝑥𝑁𝑦
.

(9)

and in practice one takes the upper limit. When multiple species are
present, the obvious generalizations apply.

2.4. Implementation

In our implementation of this algorithm, the system is first initial-
ized with choices of simulation cell size, reservoir density, temperature
and attempt frequencies. The molecules are separated into mobile and
immobile molecules and those that form the crystal are identified and
the total energy of the system 𝐸 is calculated as is the initial timestep
𝜏(0). In the following use is made of the function int (𝑥) which means
the integer part of the real number 𝑥 (e.g., int (3.7) = 3). It is also
ssumed that the nearest neighbor directions have been put into a list,
.g.

(

−𝐱̂,−𝐲̂,−𝐳̂,+𝐱̂,+𝐲̂,+𝐳̂
)

so that they can be identified by integers
rom 0 = −𝐱̂ to 5 = +𝐳̂. Then, the following loop is repeated where we
se the function

1. Evaluate the timestep 𝜏(𝑘).
2. Generate a pseudorandom number 0 < 𝑟 < 1 and from it the

random number 𝑅 = 𝑟 × (6𝑁 (𝑘) + (𝑛𝐴 + 𝑛𝐵)𝑁𝑥𝑁𝑦).
3. Move

(a) If 𝑅 < 6𝑁 (𝑘) then attempt to move mobile molecule 𝑛 =
int(𝑅∕6) in the direction corresponding to 𝑑 = int(𝑅−6𝑛).
Calculate the probability for this move, 𝑝move = 0 if the
site is occupied, otherwise 𝑝move = 𝜈move𝜏(𝑘) where 𝜈move
depends on the nature of the move and the species of the
molecule.

(b) If 6𝑁 (𝑘) ≤ 𝑅 choose a random site in layer 𝑧 = 𝑁𝑧 and
calculate the attempt probability for a reservoir molecule
to jump into this site as 𝑝move = 0 if the site is occupied
and otherwise 𝑝move = 𝜈𝑆0𝜏(𝑘). If 𝑅 < 𝑛𝐴𝑁𝑥𝑁𝑦 the
species is 𝐴, otherwise it is 𝐵.

4. Evaluate the energy, 𝐸′, of the new configuration that results if
the move is accepted. Generate another pseudorandom number
0 < 𝑠 < 1

(a) If 𝑠 < 𝑝move min
(

1, exp
(

−𝛽
(

𝐸′ − 𝐸
)))

accept the move:
update the energy to 𝐸 and update the lists of mobile
molecules and update the identification of molecules that
are part of the crystal.

(b) Otherwise, reject the move and return to the initial state.

5. Update the time to 𝑡 + 𝜏(𝑘).

2.5. Boundary conditions for step growth

If a step is parallel to the 𝑦-axis and growing in the 𝑥-direction,
and its height at 𝑥 = 0 is 𝑧 = 𝐻 + 1 then, until it reaches the end
of the simulation cell, the height of the crystal at 𝑥 = 𝑁𝑥 − 1 will be
𝑧 = 𝐻 . With periodic boundaries, when the step reaches the end of
the simulation cell, molecules at position (𝑥 = 𝑁𝑥 − 1, 𝑦, 𝑧 = 𝐻 + 1)
will see neighbors at (𝑥 = 𝑁𝑥, 𝑦, 𝑧 = 𝐻 + 1) → (𝑥 = 0, 𝑦, 𝑧 = 𝐻 + 1)
and will therefore have the same number of bonds as any other surface
molecule meaning that the surface layer will be complete and growth
will stop, at least without a source for new steps such as 2D island
nucleation. In order to allow step growth to continue when the step
reaches the end of the cell, we use twist boundary conditions in which
the periodic neighbor at (𝑥 = 𝑁𝑥, 𝑦, 𝑧) → (𝑥 = 0, 𝑦, 𝑧 + 1). This
allows step growth to continue indefinitely and does not affect the
analysis given above except in one small detail. A molecule in solution
4

at the top layer of the simulation cell and at the 𝑥 = 𝑁𝑥 − 1 edge,
and so having coordinates

(

𝑁𝑥 − 1, 𝑦,𝑁𝑧 − 1
)

could hop to position
𝑥 = 𝑁𝑥. With ordinary periodic boundaries, this would put it at
(

𝑁𝑥, 𝑦,𝑁𝑧 − 1
)

→
(

0, 𝑦,𝑁𝑧 − 1
)

but with twist boundaries, this instead
gives

(

𝑁𝑥, 𝑦,𝑁𝑧 − 1
)

→
(

0, 𝑦,𝑁𝑧
)

which means it leaves the simulation
cell. In order to account for this additional loss of molecules, one must
allow for the reverse process: namely, that a molecule can hop from
the reservoir to any of the cells with coordinates

(

𝑁𝑥 − 1, 𝑦,𝑁𝑧 − 1
)

which means that in the formulas above, the quantities 𝑛𝑆𝑅𝑁𝑥𝑁𝑦 must
be replaced by 𝑛𝑆𝑁𝑥

(

𝑁𝑦 + 1
)

.

2.6. What is fluid and what is crystal?

In order to identify moves as detaching from the crystal or diffusing
on the crystal, it is necessary to be able to classify molecules as forming
part of the crystal or of being in the fluid. Each molecule carries a
flag which is set to true if it is part of the crystal and false otherwise.
We make this assignment via a clustering algorithm. First, all fixed
molecules are labeled as crystal and all others are labeled as not-crystal.
Then all neighbors of the existing crystal molecules are also labeled
as crystal. This is repeated until no new crystal molecules are found.
(Note that the actual implementation is much more efficient than
this conceptual outline). During the simulation, every time a molecule
attaches to the crystal (i.e. forms a bond with a molecule already tagged
as part of the crystal) the attaching molecule is also tagged as part
of the crystal. Similarly, whenever a molecule detaches from crystal
it is tagged as being part of the fluid. In principle, when a molecule
attaches to the crystal, it could also be in contact with another molecule
which is in solution so that this second molecule should simultaneously
become part of the crystal too. Similarly the reverse is possible when
a molecule detaches. For this reason, the update of crystal molecules
should extend to any neighbors of the attaching/detaching molecule
(and of their neighbors and so forth). Such events are expected to be
very rare except, e.g. in the roughening regime, and almost never occur
in the conditions of the simulations reported here. Nevertheless, we
repeat the clustering algorithm described above periodically to correct
any misclassification.

2.7. Impurities and directional bonds

Impurities are species other than the crystal-forming species. Each
species is characterized by its own set of jump, detachment and dif-
fusion attempt frequencies and a reservoir density as well as the inter-
species and intra-species bond energies. Impurities can either impede or
promote step growth depending on the crystal-impurity bond strength.
An impurity that impedes growth might, e.g., have a crystal-impurity
bond energy of zero. However, such an impurity will spend little time
on the crystal surface and so would not in fact have much effect at
all on step growth [11]. For this reason, we allow for impurities with
a single directional bond: that is the impurity can form one bond with
the crystal which has a different bond strength than bonds in any other
direction: one might imagine an anisotropic molecule that has a single
bonding site for the crystal species. In our implementation, we take
the first attachment to the crystal to be the ‘‘binding site’’ and if the
attachment has more than one possible binding direction (e.g. the case
of attachment to a step face or a kink site) one of the available crystal
neighbors is chosen randomly to be the binding neighbor. The strength
of the directional bond then controls the residency time of the impurity
on the crystal surface independently of the effect of the impurity on step
growth.

2.8. Limitations

The most important limitation of our simulation model is that we
do not allow for the diffusion of multi-molecule complexes in the fluid

as a whole. For example, if two molecules are neighbors in the fluid
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then they will automatically bind to form a dimer. There is currently
no provision for movement of the dimer as a whole: it can only change
when one of its constituents detaches from the dimer. We hope to
address this in future versions of the code.

A second limitation concerns impurities with directional bonds. The
directional bonds will in general be quite strong – so that impurities
have significant residency times on the crystal surface – but this causes
a problem in the fluid since it becomes very likely that impurities
will form dimers with a crystal-species molecule and hence (given
the first limitation) become immobile. Furthermore, the likelihood of
dissociation will be very low if the directional bond is strong. For this
reason, we only allow directional binding to occur to the crystal itself
and not to crystal-species molecules in solution.

3. Thermodynamic and kinetic properties of the simulations

Our main interest is the simulation of non-equilibrium phenomena
such as step growth. However, in order to benchmark the algorithm
and to make the connection to thermodynamics, we first consider the
properties of equilibrium simulations. Our goal here is to translate
the kMC algorithm into expressions for physical quantities such as the
concentration of monomers in solution above the crystal and to thereby
relate the parameters of the simulation to those quantities.

3.1. Thermodynamics

The connection between the simulation algorithm and the underly-
ing physics is obviously of paramount importance. In this Subsection we
develop the connection on the basis of thermodynamic arguments. This
complements a parallel analysis based on the kinetics of the molecules
which has been given in detail elsewhere [18] and of which we briefly
recall key elements in a subsequent subsection. For simplicity, we
develop the thermodynamics for only a single species and drop the
species index. The results are easily generalized to multiple species and
are simply stated where appropriate.

3.1.1. Simulation ensemble
To describe the thermodynamics of the system we must first define

the ensemble. The results can be easily generalized as noted below.
We view the reservoir as consisting of a (large) volume 𝑉 with a
number 𝑁 (𝑘)

 of ideal gas molecules at any given timestep 𝑘 so the total
volume of the system is 𝑉Total = 𝑉Sim + 𝑉 and the total number of

olecules is 𝑁Total = 𝑁 (𝑘)
Sim + 𝑁 (𝑘)

 and both quantities are constant.
The simulation algorithm described above corresponds to taking the
thermodynamic limit in which 𝑁Total, 𝑉Total → ∞ with 𝑁Total∕𝑉Total =
𝑛Totalheld constant and in this limit the reservoir density is also 𝑛 =
𝑛Total. However, for conceptual clarity, we consider in this Section the
thermodynamics for a large, but finite, system and only discuss the
thermodynamic limit at certain points. The complete system therefore
has fixed number of particles, temperature and volume and is thus
canonical with free energy

𝐹 = 𝑈 − 𝑇𝑆 =
∑

𝐈∈Sim
𝐸(𝐈) − 𝑇𝑆 (10)

here the internal energy depends only on molecules in the simulation
ell since the ideal gas molecules in the reservoir have no energy. The
ntropy is the sum of the entropies of the two subsystems, so

=
∑

𝐈∈Sim
𝐸(𝐈) − 𝑇𝑆Sim − 𝑇𝑆 (11)

= 𝐹Sim + 𝑘𝐵𝑇𝑉
(

𝑛 ln 𝑛𝛬3 − 𝑛
)

here the last term on the right is the entropy of the ideal gas
eservoir which depends on the thermal wavelength of the reservoir
articles, 𝛬. Since particle number is constant, one has that 𝑛 =

(

𝑁Total −𝑁Sim
)

∕𝑉 and the free energy is

𝐹 = 𝛽𝐹Sim+
(

𝑁Total −𝑁Sim
)

ln
𝑁Total −𝑁Sim 𝛬3−

(

𝑁Total −𝑁Sim
)

. (12)
5

𝑉
In the thermodynamic limit in which 𝑁tot and 𝑉 become large while
𝑁Sim and 𝑛 are held constant this can be expanded in 𝑁Sim∕𝑁Total to
get

𝛽𝐹 = 𝛽𝐹Sim −𝑁Sim ln
(

𝑁Total
𝑉

𝛬3
)

+𝑁Total ln
(

𝑁Total
𝑉

𝛬3
)

−𝑁Total + 
(

𝑁Sim
𝑁Total

)

(13)

which means that in the thermodynamic limit, the simulation subsys-
tem is described by a grand-canonical ensemble with free energy

𝛺Sim = 𝐹Sim − 𝜇𝑁sim (14)

having chemical potential

𝜇 = 𝑘𝐵𝑇 ln
(

𝑁Total
𝑉

𝛬3
)

. (15)

One sees from this that the somewhat artificial ideal gas reservoir sim-
ply serves as a means of imposing a given chemical potential on the sub-
system. When there are multiple species present, we denote the density
of species 𝑆 in the reservoir by 𝑛 and have that 𝜇𝑆 = 𝑘𝐵𝑇 ln

(

𝑛𝑆𝛬3).

.1.2. Solution in equilibrium with the reservoir
The free energy of the system with no crystal present is

Fluid = 𝐹Fluid − 𝜇𝑁Fluid. (16)

f one assumes the concentration in the solution is low, so that
ligomers can be neglected, then the free energy of the solution is
urely entropic and one has

Fluid = 𝑘𝐵𝑇𝑁Fluid ln
(

𝑛Fluid𝛬
3) − 𝑘𝐵𝑇𝑁Fluid − 𝜇𝑁Fluid (17)

which is minimized at constant volume by the equilibrium concentra-
tion 𝑛(eq)

Fluid that satisfies

ln
(

𝑛(eq)
Fluid𝛬

3
)

= 𝛽𝜇 = ln
(

𝑛𝛬
3) (18)

so, as one might expect, 𝑛(eq)
Fluid = 𝑛 which gives the usual ideal gas

result

𝛺Fluid = −𝑘𝐵𝑇𝑁Fluid. (19)

Again, the generalization to multiple species is straightforward.

3.1.3. Flat crystal in equilibrium with the solution
For a crystal to be in equilibrium with the fluid, the free energy of

the system with a crystal with height 𝐻 should be the same as a crystal
of height 𝐻 + 1 (we measure 𝐻 in units of the height of one lattice
cell, so it is dimensionless). A perfect crystal has no entropy and an
energy of −3𝜀 for each atom. We will also allow a number of vacancies
𝑁𝑉 but will assume that the density of vacancies is small (and that
the crystal volume is large) so that they may be treated as an ideal
gas (i.e. we ignore vacancy dimers, surface effects, etc.). Then, each
vacancy represents six broken bonds and so raises the energy by 6𝜀
relative to the perfect crystal giving the crystal contribution to the free
energy as

𝛺Crystal (𝐻) = (−3𝜀 − 𝜇)𝑁𝑥𝑁𝑦𝐻 + (6𝜀 + 𝜇)𝑁𝑉

+ 𝑘𝐵𝑇
{

𝑁𝑉 ln
(

𝑁𝑉
𝑁𝑥𝑁𝑦𝐻

𝑎−3𝛬3
)

−𝑁𝑉

}

(20)

where the first term on the right is the energy of the perfect crystal,
the second is the reduction of the energy due to vacancies and the
last two (in brackets) are the entropy of the vacancies in the ideal gas
limit (where 𝑎 is the height of one lattice cell and 𝛬 is the thermal
wavelength). Of course, a crystal of height 𝐻 reduces the volume
accessible to the fluid, so again treating the fluid as an ideal gas, the
total free energy will be

𝛽𝛺Sim (𝐻) = 𝛽𝛺Crystal (𝐻) +𝑁Fluid ln

(

𝑁Fluid
( )

)

𝑁𝑥𝑁𝑦 𝑁𝑧 −𝐻
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−𝑁Fluid − 𝛽𝜇𝑁Fluid + 𝛽𝐹Interface (21)

where it is assumed that the interfacial contribution (i.e. the surface
tension) is independent of 𝐻 and where we have multiplied through
by 𝛽 and have dropped the irrelevant contribution of the thermal
wavelength. Minimizing with respect to the number of vacancies gives

𝑁𝑉
𝑁𝑥𝑁𝑦𝐻

= exp (−6𝛽𝜀 − 𝛽𝜇) (22)

and minimizing with respect to 𝑁Fluid gives the expected result
𝑁Fluid

𝑁𝑥𝑁𝑦
(

𝑁𝑧 −𝐻
) = exp (𝛽𝜇) (23)

so

𝛽𝛺Sim (𝐻) = {(−3𝛽𝜀 − 𝛽𝜇)𝐻 −𝐻 exp (−6𝛽𝜀 − 𝛽𝜇)

−
(

𝑁𝑧 −𝐻
)

exp (𝛽𝜇)
}

𝑁𝑥𝑁𝑦 + 𝛽𝐹Interface (24)

Thus,

𝛽𝛺Sim (𝐻 + 1) − 𝛽𝛺Sim (𝐻)

= {(−3𝛽𝜀 − 𝛽𝜇) − exp (−6𝛽𝜀 − 𝛽𝜇) + exp (𝛽𝜇)}𝑁𝑥𝑁𝑦 (25)

and this is zero for 𝛽𝜇(eq) = −3𝛽𝜀 which is therefore the condition for
crystal-fluid equilibrium, as one might expect. This therefore implies
that the crystal- solution system will be in equilibrium when the
solution concentration is

𝑐eq = exp(𝛽𝜇eq) = exp(−3𝛽𝜀). (26)

3.2. Kinetics

Since the kMC algorithm is stochastic, running it many times from
the same starting configuration will yield different results. One can
therefore discuss the occupancy of a cell averaged over many different
runs, ⟨𝑛(𝐈)⟩ ≡ 𝑐(𝑘)(𝐈), which will be a real number between 0 and 1
and represents the concentration of the crystal-forming species. The de-
tailed analysis of the results of applying this average to the fundamental
dynamical equation, Eq. (1), is discussed in Appendix A and only the
results will be discussed in this Section.

3.2.1. Away from the crystal
In a fluid, with no crystal present, and at low concentrations so that

the likelihood of any molecule having a neighbor can be neglected and
𝛥𝐸 (𝐈 → 𝐉) = 0, the average dynamics simplifies to

𝑐(𝑘+1)(𝐈) = 𝑐(𝑘)(𝐈) + 𝜈0𝜏(
𝑘)

∑

𝐉∈Neighbors of 𝐈

(

𝑐(𝑘)𝐉 (𝐉) − 𝑐(𝑘)𝐈 (𝐈)
)

+ 𝜈0𝜏(
𝑘)𝛿𝐼𝑧𝑁𝑧

(

𝑛 − 𝑐(𝑘)(𝐈)
)

. (27)

and away from the boundary, i.e. for 𝐼𝑧 < 𝑁𝑧, the last term does not
contribute so
𝑐(𝑘+1)(𝐈) − 𝑐(𝑘)(𝐈)

𝜏(𝑘)
= 𝜈0

∑

𝐞̂=𝐱̂,𝐲̂,̂𝐳

(

𝑐(𝑘)(𝐈 + 𝐞̂) + 𝑐(𝑘)(𝐈 − 𝐞̂) − 2𝑐(𝑘)(𝐈)
)

(28)

hich is recognized as the discrete form of the diffusion equation with
iffusion constant 𝐷 = 𝜈0∕𝑎2. In an equilibrium fluid, in which the
oncentrations are constant in both space and time 𝑐(𝑘)(𝐈) = 𝑛Fluid, we
ee that

 = 𝑛Fluid (29)

s was previously obtained from the thermodynamic description.

.2.2. Adatoms on the crystal
Consider a crystal with complete layers up to height 𝑧 = 𝐻 so that

ny molecules at 𝑧 = 𝐻 + 1 are ad-atoms. In this short discussion, we
llow for an arbitrary number of species and let the total number of ad-
toms of species 𝑆 on the surface at timestep 𝑘 be 𝑁 (𝑘) . This changes
6

𝑆ad
when a molecule in the fluid at level 𝐻 +2 jumps down to level 𝐻 +1,
thus joining the crystal, and when an existing ad-atom detaches and
moves into the solution. Assuming that the concentration of molecules
in solution is uniform in the x-y plane, and so depends only on the
z-coordinate, we write 𝑐(𝑘)𝑆 (𝐈) = 𝑐(𝑘)𝑆

(

𝐼𝑧
)

. If −𝜀𝐴𝑆 is the energy of a
bond between a molecule of species 𝑆 and the crystal surface, then the
balance equation is

𝑁 (𝑘+1)
𝑆 −𝑁 (𝑘)

𝑆

𝜏(𝑘)
= 𝑐(𝑘)𝑆 (𝐻 + 2) 𝜈𝑆Fluid

(

𝑁𝑥𝑁𝑦 −
∑

𝑆′
𝑁 (𝑘)

𝑆′

)

−𝑁 (𝑘)
𝑆 𝜈𝑆Fluid𝑒

−𝛽𝜀𝐴𝑆

(

1 −
∑

𝑆′
𝑐(𝑘)𝑆′ (𝐻 + 2)

)

(30)

here the terms in parenthesis are related to the probability that the
nd-point of the move is unoccupied. In equilibrium, the concentrations
re independent of position and time, 𝑐(𝑘)𝑆 (𝐻 + 2) = 𝑐𝑆 , giving the set

of equations

𝑁𝑆 =
𝑐𝑆

(

𝑁𝑥𝑁𝑦 −
∑

𝑆′ 𝑁𝑆′
)

𝑒−𝛽𝜀𝐴𝑆
(

1 −
∑

𝑆′ 𝑐𝑆′
) (31)

Solving this gives

𝑁𝑆 =
𝑐𝑆𝑒𝛽𝜀𝐴𝑆

(

1 −
∑

𝑆′ 𝑐𝑆′
)

+ 𝑐𝑆𝑒𝛽𝜀𝐴𝑆
𝑁𝑥𝑁𝑦 (32)

or

𝑁𝑆 ≃ 𝑐𝑆𝑒
𝛽𝜀𝐴𝑆𝑁𝑥𝑁𝑦. (33)

These relations allow us to use either the concentration of a species 𝑐𝑆
or the fraction of surface occupied on average by this species, i.e. its
surface coverage 𝜎𝑆 ≡ 𝑁𝑆∕𝑁𝑥𝑁𝑦, using the relation

𝜎𝑆 =
𝑐𝑆𝑒𝛽𝜀𝐴𝑆

(

1 −
∑

𝑆′ 𝑐𝑆′
)

+ 𝑐𝑆𝑒𝛽𝜀𝐴𝑆
≈ 𝑐𝑆𝑒

𝛽𝜀𝐴𝑆 (34)

or, equivalently,

𝑐𝑆 =
𝜎𝑆𝑒−𝛽𝜀𝐴𝑆
1 − 𝜎𝑆

1

1 +
∑

𝑆′
𝜎𝑆′ 𝑒

−𝛽𝜀𝐴𝑆′

1−𝜎𝑆′

≈ 𝜎𝑆𝑒
−𝛽𝜀𝐴𝑆 . (35)

4. Simulation results

Unless otherwise stated, all simulations were performed using a
simulation cell of dimensions 100 × 40 × 50 at a temperature of 𝑘𝐵𝑇 =
0.25𝜀. The simulations begin with three layers of perfect crystal with
additional partial layers added for each step (e.g. one partial layer for
single steps, 𝑛 partial layers for step-trains of 𝑛 steps). One of the goals
of a simulation is to compute time-averages of various quantities as
reported below. However, there is no point in updating the averages
after every attempted move as the states of the system below and
after a move are obviously highly coordinated. Thus, to control sam-
pling the results we define a cycle to be 1

6

(

6𝑁 (𝑘) + (𝑛𝐴 + 𝑛𝐵)𝑁𝑥𝑁𝑦
)

elementary moves — in other words, approximately one attempted
move per molecule and we typically update averages only after every
1000 cycles. The step velocity is determined from the time-average of
the total number of molecules, 𝑀 in the simulation volume. These
are fitted to a straight line giving the slope, 𝑑𝑀∕𝑑𝑡, and the step
velocity, 1

𝑁𝑦
𝑑𝑀∕𝑑𝑡, together with the corresponding standard errors.

In the following, error bars show 2 standard errors of deviation in
both directions. To give an idea of the simulations, Fig. 2 shows two
snapshots of simulations of steps growing in the presence of impurities.

4.1. Control of thermodynamics

In the simulations, the concentration of crystal-forming species and
of any impurities are controlled by the properties of the reservoir so
it is necessary to establish how well one actually knows the physical
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Fig. 2. Two snapshots from simulations of step growth. The left panel is for impurity binding strength 𝜀𝐴𝐵 = 4𝜀𝐴𝐴, the right panel is for 𝜀𝐴𝐵 = 𝜀𝐴𝐴 and both correspond to
impurity coverage of 10% of the surface and reservoir supersaturation of 𝛥𝜇 = 0.1𝜀𝐴𝐴. The lowest layer of the crystal is consists of static, fixed molecules shown in green, the
crystal molecules are shown in blue–green and the impurities in purple. At this supersaturation the concentration of crystal molecules in solution is so low that only one appears in
the image but the low impurity binding strength on the right requires a much higher concentration of impurities to maintain the surface coverage (from Eq. (35), approximately
𝑐𝐵 = 1.1 × 10−7 and 0.02, respectively). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Percent of a flat crystal surface covered by impurities as a function of time. The open circles correspond to strong impurity crystal bonds (𝜀𝐴𝐵 = 4𝜀𝐴𝐴) and the filled
diamonds to weak bond (𝜀𝐴𝐵 = 𝜀𝐴𝐴). The lines are the predicted coverage based on Eq. (32), which was the value used to initialize the simulations. The colors correspond to
different imposed surface coverages: this imposed surface coverage and the impurity-crystal binding energy 𝜀𝐴𝐵 were inserted into Eq. (35) to determine the reservoir concentration
used in each simulation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
properties of the simulated fluid. Fig. 3 shows the observed coverage
of a flat crystal surface by impurities as a function of time for strongly
bound (𝜀𝐼 = 4𝜀) and weakly bound (𝜀𝐼 = 𝜀) impurities agrees well with
the coverage predicted by Eq. (32) even for coverages as large as 25%
of the surface.

4.2. Steps with no impurities

We begin with a single elementary step growing on an otherwise
flat crystal surface. Fig. 4 shows the step velocity as a function of
supersaturation of the reservoir. Note that because the concentration
in the reservoir is constant, the system quickly reaches a steady state
and so the step velocity is constant in time. In fact, as discussed below,
the step velocity depends on the height of the fluid region between
the crystal surface and the top of the cell and as the crystal adds
layers, decreasing the size of this region, the velocity changes but
7

for sufficiently largest fluid regions, this change is very slow and can
be ignored, as we do in the present discussion (for details, see the
multiscale analysis given in Ref [18]). . One usually thinks of step
velocity as being proportional to supersaturation (or, equivalently at
low supersaturation) to the excess concentration, but in the present
case, one must ask ‘‘which supersaturation’’? This is because as a
step grows, it consumes material and therefore depletes the solution
near the crystal surface. This constant depletion in turn gives rise
to density gradients between the surface and the well-stirred region
above the crystal (i.e. the reservoir), see Fig. 5. Fig. 4 demonstrates
that there is indeed linear relation between the step velocity and the
concentration at the crystal surface, even for very high supersaturation
of the reservoir. Previous analysis has shown that the concentration
should vary linearly over this region resulting in a relation between
the step velocity, 𝑣, the concentration at the top of the simulation cell
𝑐(𝐿𝑧) = 𝑐 and the concentration at the crystal surface 𝑐(𝐻), where 𝐻
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Fig. 4. Measured step velocities for 𝑘𝐵𝑇 = 0.25𝜀𝐴𝐴 and a simulation cell of dimensions 100 × 40 × 50. The left panel shows the velocities plotted as functions of the supersaturation
of the reservoir (circles with error bars) as well as the prediction of Eq. (39), squares. The right panel shows the step velocities as functions of excess concentration measured at
the crystal surface. The latter is highly linear as illustrated by the straight-line fit yielding a slope of approximately 3.1.
Fig. 5. Concentration gradients observed above a crystal surface with a single elementary step growing. The symbols show the simulation results and the lines are the predictions
of Eq. (38). The expected linear variation of concentration from the reservoir (at 𝑧 = 50𝑎) down to the crystal surface (near 𝑧 = 10𝑎, depending on the supersaturation) is observed.
The difference between the predictions and the observed concentrations at the highest supersaturation are due to oligomers forming in the solution.
is the height of the crystal of

𝑣 (𝑐 (𝐻)) = 𝑎2𝐷
(

𝑐 − 𝑐 (𝐻)
) 𝐿𝑥
𝐿𝑧 −𝐻

(36)

where we recall that 𝑎 is the distance between lattice sites and 𝐷 =
𝑎−2𝜈0 is the tracer diffusion constant (see Eq. (28)). Note that the length
of the simulation cell in the direction perpendicular to the step front
enters this formula because all of the material at the crystal surface is,
in principle, available for building the step.

Using the observed (see Fig. 4) variation of step velocity with
surface concentration, 𝑣 = 𝜆(𝑐(𝐻) − 𝑐𝑒𝑞) with 𝑐𝑒𝑞 = exp(3𝛽𝜀𝐴𝐴) and
where the kinetic coefficient 𝜆 is taken from the fit to the data (see
Fig. 4), gives

𝜆(𝑐(𝐻) − 𝑐eq) = 𝑎2𝐷
(

𝑐 − 𝑐 (𝐻)
) 𝐿𝑥
𝐿𝑧 −𝐻

(37)

allowing one to predict the surface concentration,

𝑐 (𝐻) = 𝑐 − 𝜆
𝜆 + 𝑎2𝐷 𝐿𝑥

(

𝑐 − 𝑐eq
)

(38)
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𝐿𝑧−𝐻𝑡
Fig. 5 shows that this prediction is quite accurate over the range of
supersaturations considered here. The only significant deviation is at
the largest supersaturation and is due to oligomers forming which
are counted as contributing to the concentration but which do not
participate in the mass transport due to the limitations of the algo-
rithm as discussed in the previous Section. This results in an effective
supersaturation at the crystal surface of about half that applied in the
reservoir (e.g. for 𝛥𝜇∕𝜀 = 0.025 in the reservoir, it is 0.011 at the crystal
surface and for 0.30 in the reservoir, one finds 0.18 at the surface).

Combining this expression for the concentration at the surface with
the linear dependence of the step velocity on supersaturation at the sur-
face gives the step velocity as a function of the reservoir concentration,

𝑣
(

𝑐
)

= 𝜆
𝑎2𝐷 𝐿𝑥

𝐿𝑧−𝐻𝑡

𝑎2𝐷 𝐿𝑥
𝐿𝑧−𝐻𝑡

+ 𝜆

(

𝑐 − 𝑐eq
)

(39)

From this expression we learn several things:
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Fig. 6. Measured step velocities for 𝑐𝑎3 = 0.1, 𝑘𝐵𝑇 = 0.25𝜀𝐴𝐴 and a simulation cell of dimensions 𝑁𝑥 ×40×50 for different values of cell length, 𝑁𝑥. The full line is the prediction
of Eq. (39) using the kinetic constant determined previously and the dashed line is the same formula fitting the kinetic constant, 𝜆. The squares are the velocities obtained for step
trains where the length of the simulation cell was fixed at 𝑁𝑥 = 100 and the number of steps, 𝑛steps was varied from one to 25. The points are plotted at values of 𝑁𝑥 corresponding
to the average cell length available to each step, i.e. 𝑁𝑥 = 100∕𝑛steps. These points were then displaced slightly (𝑁𝑥 → 𝑁𝑥 + 2) to avoid overlap with the single-step results.
1. The effect of the mass transport is to renormalize the kinetic co-
efficient so that 𝑣(𝑐) = 𝜆̄(𝑐−𝑐eq) with the geometry-dependent
kinetic coefficient

𝜆̄ = 𝜆
𝑎2𝐷 𝐿𝑥

𝐿𝑧−𝐻𝑡

𝑎2𝐷 𝐿𝑥
𝐿𝑧−𝐻𝑡

+ 𝜆
= 𝜆

1 + 𝜆
𝑎2𝐷

𝐿𝑧−𝐻𝑡
𝐿𝑥

(40)

The strength of the renormalization is controlled by the product
of two dimensionless parameters: the ratio of the rate of step
growth and diffusion, 𝜆∕(𝑎2𝐷), and the geometric factor con-
sisting of ratio of the size of the boundary layer to the typical
distance between steps, (𝐿𝑧 −𝐻)∕𝐿𝑥.

2. In the regime of fast step growth and/or small distance between
steps, compared to the boundary layer size, 𝜆

𝑎2𝐷
𝐿𝑧−𝐻𝑡
𝐿𝑥

≫ 1, the
effective kinetic coefficient is 𝜆̄ = 𝑎2𝐷 𝐿𝑥

𝐿𝑧−𝐻
and the rate of step

growth is linear in step-separation and does not depend on the
‘‘bare’’ kinetic factor 𝜆 at all.

3. In the regime of slow step growth and/or large distance be-
tween steps , 𝜆

𝑎2𝐷
𝐿𝑧−𝐻𝑡
𝐿𝑥

≪ 1, the difference in concentration
between the reservoir and the step face is negligible and so the
renormalized kinetic constant is nearly the same as the bare
constant, 𝜆̄ ≃ 𝜆, corresponding to the situation assumed in SOS
simulations.

Note that the third point says that when the steps are very widely
spaced, the growth becomes ‘‘classic SOS’’: conversely, when they
are closer, their competition for material alters the growth rate. The
meaning of ‘‘widely spaced’’ is that the distance between steps is large
compared to the size of the boundary layer above the crystal.

The amount of material available to grow steps depends on the
size of the crystal surface. In the case of multiple steps – i.e. step
trains – this represents a competition between the steps for material.
Eq. (39) predicts a non-trivial dependence of the step velocity on the
length of the simulation cell and this is compared in Fig. 6 to the
results of simulations. The analytic expression is seen to provide a good
description of the dependence of step velocity on the length of the
simulation cell. The figure furthermore shows that the when holding
the length of the surface constant but increasing the number of steps,
the variation on step velocity is again mostly determined by the size of
the terrace available to each step.

The fact that the step velocity depends on the length of the sim-
ulation cell in the direction of step growth is an important physical
9

effect that occur in our simulations with the explicit fluid that does
not occur in SOS simulations. It is not a bug or artifact but, rather, a
realistic effect that results from the fact that we never actually simulate
individual steps: the periodic boundaries mean that we always simulate
step-trains. In Ref. [18], it was shown that diffusion is fast compared to
step growth so one can model the step growth quite well by averaging
over the x-y plane. Thus the total amount of material available to
incorporate into a step is that contained in the x-y plane above the
crystal, 𝑐 (𝐻)𝑁𝑥𝑁𝑦. Since the amount of material needed for the step
to grow one unit in the 𝑥-direction is proportional to 𝑁𝑦 this means the
velocity is proportional to 𝑁𝑥.

4.3. Steps with impurities

The impurities in our simulations are step blockers because they
bind to the crystal surface (via a directional bond of strength 𝜀𝐴𝐵
but do not form bonds in other directions. The crystal-impurity bond
strength determines the lifetime of an impurity on the surface, with
the KMC dynamics giving the ad-impurity lifetime as 𝜏𝐼 ≈ 𝜈−10 𝑒𝛽𝜀𝐴𝐵 .
Writing 𝜀𝐴𝐵 = 𝛼𝜀𝐴𝐴 and taking our standard condition, 𝑘𝐵𝑇 = 0.25𝜀𝐴𝐴,
this becomes 𝜏𝐼 ≈ 𝜈−10 𝑒4𝛼 ≈ 𝜈−10 50𝛼 . In this study, there is no surface
diffusion of impurities: they can only attach from the fluid and detach
back into solution. In previous work using SOS models, we observed
that impurities are only effective at blocking step growth when this
lifetime is comparable to the time required for the step front to advance
by one lattice constant. For typical step velocities of 𝑣 ∼ 10−6𝑎𝜈0 (see
Fig. 6), this gives a threshold of 𝛼 ≳ 4. We also observed that the
criterion for complete cessation of step growth, i.e. step pinning, is
determined by thermodynamics: impurities raise the free energy of
the crystal and when the impurity density is high enough, the total
free energy is no longer reduced by adding crystal, so crystal growth
stops. For impurities that occupy a single lattice site, as we study here,
the resulting step-pinning threshold can be expressed, in the simplest
approximation, as 𝜎 = 𝛥𝜇∕(2𝜀𝐴𝐴+𝛥𝜇) where 𝜎 is the (average) fraction
of the surface sites occupied by impurities and 𝛥𝜇 = 𝑘𝐵𝑇 ln

(

𝑐∕𝑐eq
)

.
The behavior with mass transport is considerably more nuanced

than seen in the surface-only SOS simulations. One of the most im-
portant differences is due to the variation of the local density with
step-velocity. As impurities are added to the surface, the step velocity
decreases but this means that material is consumed from solution more
slowly and so the local density at the surface of the crystal increases.

This counteracts, to some extent, the decrease in step velocity caused
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Fig. 7. Step velocity as a function of the density of impurities on the crystal surface (percent of surface covered by impurities) for various values of the impurity-crystal bond
strength. The step velocities are normalized to their values with no impurities. This illustrates the dramatic effect that the lifetime of impurities on the surface has on the
step-blocking properties of the impurities.
by the impurities. On the other hand, as the step velocity goes to zero
and the steps become pinned, the concentration gradient disappears
and the concentration at the crystal surface is the same as that of the
reservoir so that the impurity concentration threshold above which
steps are pinned is unaffected by the lowering of supersaturation at
the surface. However, the expression for the threshold also assumes
that all impurities are incorporated into the crystal, i.e. that they are
completely pinned, and this is not the case thus leading to larger
thresholds.

Fig. 7 shows step velocities as a function of the surface coverage
by impurities for various supersaturations (of the reservoir) and for
various binding energies of the impurities to the crystal surface. At
the strongest binding, 𝜀𝐴𝐵 = 4𝜀𝐴𝐴, one observes two distinct behavior.
For 𝛥𝜇∕𝜀𝐴𝐴 = 0.025, 0.05 and 0.10, the step velocities scaled to their
values with no impurities, collapse onto a single curve. Recalling the
arguments from the previous Section, the balance between material
transported by diffusion and that consumed in step growth should be
unaffected, so that the effect of the impurities can be understood as
changing the kinetic constant, 𝜆. Indeed, assuming this is the case, we
find that the generalization of Eq. (39) is

𝑣
(

𝑐, 𝑐
(𝐼)


)

= 𝜆(𝑐(𝐼) )
𝑎2𝐷 𝐿𝑥

𝐿𝑧−𝐻𝑡

𝑎2𝐷 𝐿𝑥
𝐿𝑧−𝐻𝑡

+ 𝜆(𝑐(𝐼) )

(

𝑐 − 𝑐eq
)

(41)

so that the ratio 𝑣
(

𝑐, 𝑐
(𝐼)


)

∕𝑣
(

𝑐, 0
)

is independent of 𝑐, which is to
say independent of supersaturation 𝛥𝜇 = 𝑘𝐵𝑇 ln 𝑐∕𝑐eq as observed.

The data at higher supersaturations does not collapse onto the same
curve as that at lower supersaturations. This is because, under these
conditions, one observes nucleation of 2D islands for supersaturations
of 𝛥𝜇 ≳ 0.2𝜀. For the pure systems discussed above, this was not a
factor as the effective supersaturation at the crystal surface was about
half of these values, and so did not exceed the 2D nucleation threshold.
With impurities, this is no longer the case: as the impurities slow down
the steps, the local supersaturation quickly rises and nucleation takes
over. This accounts for the fact that at the highest supersaturation
one observes little change in ‘‘step velocity’’ with impurity coverage
until the latter becomes so high that the regions of free surface are
disconnected and many nucleation events are necessary.

At lower impurity bond strengths, and so lower impurity residency
time on the surface, the step-blocking effect first diminishes as ex-
pected. At 𝜀 = 3𝜀 , the step velocity is only reduced a maximum
10

𝐴𝐵 𝐴𝐴
of 50% compared to the pure system, even at the highest coverage
of the surface. At still lower impurity binding strength, 𝜀𝐴𝐵 = 2𝜀𝐴𝐴,
the numerical noise in the results increases making it difficult to draw
any conclusion except that the overall effect of impurities is somewhat
diminished compared to stronger impurity binding. On the other hand,
at the lowest binding strength, 𝜀𝐴𝐵 = 𝜀𝐴𝐴, a dramatic change in
behavior is evident: the strength of the impurity blocking is much
stronger, with pinning observed for 𝛥𝜇 = 0.025𝜀𝐴𝐴 and possible for
𝛥𝜇 = 0.05𝜀𝐴𝐴 as well.

Another view of the data is given by Fig. 8 which shows the
step velocity as a function of impurity binding strength for moderate
(𝛥𝜇 = 0.10𝜀𝐴𝐴) and high (𝛥𝜇 = 0.3𝜀𝐴𝐴) supersaturation. For lower
coverage of the surface, the effect of the impurities is attenuated at
low bond strength, as expected. However, at high coverage, there is
a clear maximum in the step velocity and a lowering of the step
velocity for the weakest impurity binding. Fig. 9 shows the results
for the lowest supersaturation, 𝛥𝜇 = 0.025𝜀𝐴𝐴 where the velocities
systematically decrease below zero with increasing impurity coverage:
in other words, adding impurities causes the crystal to dissolve. This
is due to the impurities lowering the effective supersaturation of the
crystal-forming species. In general, the rate at which molecules of a
given species attach to a given spot on the crystal surface is 𝜈0𝑐𝑎3,
where 𝑐 is the concentration of the species. However, if a site on
the surface is occupied by an impurity, then it is blocked so that the
rate of crystal molecules attaching to the surface is lowered. A short
calculation, see Appendix B shows that in terms of molecules attaching
to the crystal, the effective concentration at the crystal surface is 𝑐𝑒𝑓𝑓 =
𝑐 (𝐻) ∕ (1 + 𝜎) where 𝜎 is the proportion of the surface covered by
impurities. This means that the effective supersaturation at the surface
is 𝛥𝜇eff(𝜎) = 𝛥𝜇eff(𝜎 = 0)−𝑘𝐵𝑇 ln (1 + 𝜎) and that pinning will occur for
𝜎 = exp (𝛽𝛥𝜇)−1, with crystal dissolution occurring for larger coverages.
For 𝛥𝜇 = 0.025𝜀𝐴𝐴, this gives 𝜎 = 11% and for 𝛥𝜇 = 0.05𝜀𝐴𝐴, 𝜎 = 22%
which are consistent with the data shown in the figures. Indeed, Fig. 10
shows the predicted variation of the relative velocity as a function of
surface coverage using Eq. (38) with 𝑐 (𝐻) → 𝑐 (𝐻) ∕ (1 + 𝜎) and this
is seen to be a good, semi-quantitative estimate of the observed step
velocities.

One key question remains: why does this blocking effect only ex-
plain the data at weak impurity binding, since the behavior for strong
binding is clearly different? The answer is ergodicity: the surface cover-

age and the relative time a given site is blocked by impurities are only
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Fig. 8. Step velocity (normalized to a pure system) as a function of impurity binding strength for moderate supersaturation (left panel, 𝛥𝜇 = 0.1𝜀𝐴𝐴) and strong supersaturation
(right panel, 𝛥𝜇 = 0.3𝜀𝐴𝐴). The curves are for different percentages of surface coverage by impurities. The lines connecting the points are just a guide for the eye.
Fig. 9. The same as Fig. 8 for the case of low supersaturation, 𝛥𝜇 = 0.025𝜀𝐴𝐴. Note the difference in scale compared to Fig. 8 which is due to the need to accommodate negative
velocities.
comparable on time scales long compared to the impurity lifetime on
the surface. When the impurities are strongly bound, their concentra-
tion in solution is very low and in the course of step growth, most kink
sites will be filled with crystal molecules before an impurity can arrive
and even those that do bind to the step are overcome by fluctuations
before more impurities can arrive. So these arguments based on the
blocking of individual sites are only valid in the limit that the impurity
binding is weak and the timescale of exchange of impurities between
the solution and the crystal surface is short compared to the timescale
of step growth.

4.4. Surface diffusion of impurities

The effect of impurities as step blockers decreases as they become
less strongly bound to the interface due to the fact that they become
more mobile. It is therefore not surprising that even for strongly bound
impurities, surface diffusion has a similar effect. Fig. 11 shows the
result of allowing surface diffusion of impurities to occur at the same
rate as for crystal molecules at impurity binding energy 𝜀 = 𝜀 . For
11

𝐴𝐵 𝐴𝐴
all supersaturations, this level of surface mobility drastically reduces
the ability of the impurities to block step growth.

5. Conclusions

We have described a fully unconstrained kinetic Monte Carlo algo-
rithm for simulating crystal growth. It includes an explicit representa-
tion of the solution above the crystal and as such includes much more
physics than surface-only models, such as the standard Solid-On-Solid
simulation model. In particular, it gives a realistic description of mass
transport in the solution and of its effect on crystal growth.

Simulating step growth in the presence of impurities revealed the
effects of the interplay of mass transport and step growth. As previously
noted [18], steady-state step growth leads to a linear concentration
gradient in the quiescent boundary layer of fluid above the crystal.
This in turn means that the step growth is driven by a supersaturation
that is necessarily less than that in the bulk fluid. We developed simple
expressions for the effective supersaturation at the crystal surface which
accurately model the simulation results and that show the complex
interplay between mass transport, step growth and geometry that make
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Fig. 10. Step velocity (normalized to a pure system) as a function of impurity coverage of the crystal surface for weak impurity binding, 𝜀𝐴𝐵 = 𝜀𝐴𝐴: this is the same data and
symbols as the fourth panel of Fig. 7. The lines are the theoretical prediction based on Eq. (38) with the surface concentration 𝑐(𝐻) replaced by the reduced effective concentration,
𝑐(𝐻)∕(1 − 𝜎) due to impurity blocking of surface sites.
Fig. 11. Step velocity (normalized to a pure system) as a function of impurity coverage of the crystal surface for strong impurity binding, 𝜀𝐴𝐵 = 4𝜀𝐴𝐴 and fast surface diffusion
(𝜈𝐵𝐶𝑟𝑦𝑠𝑡𝑎𝑙 = 𝜈𝐴Crystal = 𝜈𝐴0). This is the same data and symbols as the first panel of Fig. 7. Compared to that figure, one sees that the step-blocking power of the impurities is almost
completely eliminated by the surface diffusion.
up the physical processes. One interesting consequence of this modeling
is an explicit expression for the way step velocity depends on the
(average) distance between steps in a step train.

The process of step growth becomes even more complex when
impurities are introduced. Our impurities bind to the crystal surface
but do not bind with any other crystal molecules (technically, the
impurities are only allowed to bind to a single crystal molecule). Such
impurities are expected to slow down step growth as their average
surface concentration increases until at sufficiently high concentration
they block step growth altogether. In fact, we find that this is only
the case when the impurities bind very strongly to the crystal so that
they are for all intents and purposes immobile. The threshold for such
behavior is a very high bonding energy: even for a bond strength
of four times the crystal–crystal bond strength, the effect of mobility
already becomes apparent in a reduced sensitivity of the step velocity
to impurity concentration. When the impurity bond strength is lowered
to three times the crystal–crystal bond – the same as the binding energy
of a crystal molecule in the bulk – the impurities cease to stop step
growth and in fact the lowest step velocities at 25% impurity coverage
were only about half of that of the pure system. Still lower impurity
12
bond strengths revealed a new surprise: the step velocity again drops
but the reason is different than at high binding energies. In this regime,
the impurity concentration is much higher (more than 50 times the
crystal-forming species) in order to have the same surface coverage of
impurities. The impurities bind and unbind from the surface rapidly
and at such high concentrations block sites from the crystal molecules
simply by occupying them. The effect, for which we again provided
a simple model, is to lower still more the effective supersaturation at
the crystal surface. In fact, for weak supersaturation in the bulk, the
effect can manifest as the crystal dissolving due to increased impurity
concentration.

There are still many questions that can be addressed using this type
of extended simulation model. For example, in our analytic models
we generally assume that the concentration can be treated as uniform
in the x-y planes but, as stressed e.g. by Chernov [2], this is not the
case near the crystal: just as step growth gives rise to concentration
gradients in the direction perpendicular to the crystal, it also generates
gradients at the crystal surface, in the direction of step growth. Our
results somewhat mask this effect because we allow for relatively
rapid surface diffusion and one might wonder in which domain this
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assumption breaks down. Another question is the effect of fluid flow
in the solution about the crystal on the phenomena discussed here. It
is already known [18] that such flows have a dramatic effect on the
growth of pure crystals and so it can be expected that they will generate
additional complications in the presence of impurities. Finally, one of
the original motivations for extending the simulation model beyond
the surface-only SOS model was to realistically address the behavior
of macrosteps. We hope to address these questions in future work.
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Appendix A. The averaged dynamics

Taking the average of the fundamental dynamical equation, Eq. (1),
gives

𝑐(𝑘+1)(𝐈) = 𝑐(𝑘)(𝐈) +
∑

𝐉∈Neighbors of 𝐈

(⟨

𝑃 (𝑘)
𝐉→𝐈

⟩

−
⟨

𝑃 (𝑘)
𝐈→𝐉

⟩)

+ 𝛿𝐼𝑧𝑁𝑧

(⟨

𝑃 (𝑘)
→𝐈

⟩

−
⟨

𝑃 (𝑘)
𝐈→

⟩)

(A.1)

or

𝑐(𝑘+1)(𝐈) = 𝑐(𝑘)(𝐈)

+ 𝜏(𝑘)
∑

𝐉∈Neighbors of 𝐈

(⟨

𝑛(𝑘)(𝐉)(1 − 𝑛(𝑘)(𝐈))𝜈𝐉→𝐈 min
(

1, 𝑒−𝛽𝛥𝐸(𝐉→𝐈))⟩

−
⟨

𝑛(𝑘)(𝐈)(1 − 𝑛(𝑘)(𝐉))𝜈𝐈→𝐉 min
(

1, 𝑒−𝛽𝛥𝐸(𝐈→𝐉))⟩) (A.2)
+ 𝜏(𝑘)𝛿𝐼𝑧𝑁𝑧

(

𝑛𝜈
⟨

(1 − 𝑛(𝑘)(𝐈)) min
(

1, 𝑒−𝛽𝛥𝐸(→𝐈))⟩

−𝜈fluid
⟨

𝑛(𝑘)(𝐈) min
(

1, 𝑒−𝛽𝛥𝐸(𝐈→))⟩)

Consider now a crystal with (more or less) complete layers up to
height 𝑧 = 𝐻 so that any molecules at 𝑧 = 𝐻+1 are adatoms. Assuming
the system is uniform in the x-y directions (parallel to the crystal face),
the average occupancy will depend only on the z-coordinate which we
can express as 𝑐(𝑘)𝐈 = 𝑐(𝑘)𝐼𝑧

. Assuming also that both the concentration
in the solution and the density of adatoms on the surface are low, the
master equation for 𝑧 = 𝐻 + 1 becomes

𝑐(𝑘+1)(𝐻 + 1) − 𝑐(𝑘)(𝐻 + 1)

= 𝜏(𝑘)
(⟨

𝑛(𝑘)(𝐈 + 𝐳̂)𝜈𝐈+𝐳̂→𝐈 min
(

1, 𝑒−𝛽𝛥𝐸(𝐈+𝐳̂→𝐈)
)⟩

−
⟨

𝑛(𝑘)(𝐈)(1 − 𝑛(𝑘)(𝐈 + 𝐳̂))𝜈𝐈→𝐈+𝐳̂ min
(

1, 𝑒−𝛽𝛥𝐸(𝐈→𝐈+𝐳̂)
)⟩)

(A.3)
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where the first term on the right corresponds to a molecule in the fluid
attaching to the crystal and the second to the detachment of an adatom.
Writing

⟨

𝑛(𝑘)(𝐻 + 1)
⟩

= 𝑛(𝑘)adatom this becomes (neglecting correlations)

𝑐(𝑘+1)adatom − 𝑐(𝑘)adatom
𝜏(𝑘)

= 𝑐(𝑘)𝐻+2𝜈fluid − 𝑐(𝑘)adatom𝜈detach𝑒
−𝛽𝜀𝐴𝐴 (A.4)

nd for a system in equilibrium,

adatom = 𝑛fluid
𝜈fluid
𝜈detach

𝑒𝛽𝜀𝐴𝐴 =
𝑐fluid

𝑐eq
fluid

𝑒−2𝛽𝜀𝐴𝐴
1 +

(

𝜈detach∕𝜈fluid
)

𝑒−3𝛽𝜀𝐴𝐴
(A.5)

Appendix B. Waiting time

We ask here how long does it take, on average, for a site on the
surface of the crystal to first be occupied by a crystal molecule? Let
this waiting time be 𝑇 , let the concentration of crystal molecules in the
solution at the open site be 𝑐𝐴 and let the concentration of impurities be
𝑐𝐵 . If the site is unoccupied at time 𝑡 = 0 then in a short time interval 𝜏
there are three possibilities: a crystal molecule arrives with probability
𝑝𝐴 = 𝑐𝜈𝐴0𝜏, an impurity occupies the site with probability 𝑝𝐵 = 𝑐𝐵𝜈𝐵0𝜏
r nothing happens with probability (1− 𝑝𝐴 − 𝑝𝐵). If an impurity lands,

then it is necessary to wait some average time 𝑇 (detach)
𝐵 for it to detach,

after which the expected waiting time is again 𝑇 . If nothing happens,
then the expected waiting time starting at time 𝑡 + 𝜏 is also 𝑇 so we
expect that the waiting time is the sum of the probability of each of
these three possibilities times the time associated with each one:

𝑇 = 𝑝𝐴 × 𝜏 + 𝑝𝐵 ×
(

𝜏 + 𝑇 (detach)
𝐵 + 𝑇

)

+
(

1 − 𝑝𝐴 − 𝑝𝐵
)

× (𝜏 + 𝑇 ) (B.1)

The time for an impurity to detach can be developed the same way: it
is the weighted sum of the possibility that it detaches in a time 𝜏, or it
does not and then has to wait a time 𝑇 (detach)

𝐵 ,

𝑇 (detach)
𝐵 = 𝑝(detach)

𝐵 𝜏 +
(

1 − 𝑝(detach)
𝐵

)(

𝜏 + 𝑇 (detach)
𝐵

)

(B.2)

so 𝑇 (detach)
𝐵 = 𝜏∕𝑝(detach)

𝐵 and using this in the expression for 𝑇 and
solving gives

𝑇 =
1 +

(

𝑝𝐵
𝑝(detach)
𝐵

)

𝑝𝐴
𝜏 =

1 + 𝑐𝐵𝑒𝛽𝜀𝐴𝐵
𝑐𝐴

𝜈−1𝐴0 = 1 + 𝜎
𝑐𝐴

𝜈−1𝐴0 . (B.3)

The effective concentration thus becomes 𝑐𝐴∕(1 + 𝜎) and the effective
supersaturation 𝛥𝜇eff = 𝛥𝜇 − 𝑘𝐵𝑇 ln(1 + 𝜎).
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