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ABSTRACT: The growth of crystals from solution is a fundamental
process of relevance to such diverse areas as X-ray diffraction structural
determination and the role of mineralization in living organisms. A key
factor determining the dynamics of crystallization is the effect of
impurities on step growth. For over 50 years, all discussions of impurity−
step interaction have been framed in the context of the Cabrera−
Vermilyea (CV) model for step blocking, which has nevertheless proven
difficult to validate experimentally. Here we report on extensive computer
simulations which clearly falsify the CV model, suggesting a more
complex picture. While reducing to the CV result in certain limits, our
approach is more widely applicable, encompassing nontrivial impurity−
crystal interactions, mobile impurities, and negative growth, among
others.

■ INTRODUCTION

No crystal is formed in a completely pure environment: a key
factor affecting crystallization is the effect of impurities on step
growth,1 which, depending on thermodynamic and kinetic
factors,2 can lead to growth-rate enhancement3 or inhibition.4

The growth of impure crystals from solution is fundamentally a
nanoscopic process, of relevance to such diverse areas as
biomineralization2−4 and templated nanoparticle growth.5 This
is particularly true for protein crystals and biominerals, which
are typically grown from very heterogeneous mother-liquor
solutions. Even more extreme are interfacial fluids, for which
crystallization may only be achieved by impurity adsorption.6,7

In protein crystals, the heterogeneity is a remnant of the
imperfections of the purification protocol: the protein of
interest is typically separated from hundreds if not thousands of
other proteins, and 90−95% (w/v) final purity grades are the
norm. The foreign protein species are regarded as impurities
because they perturb the quality of the crystal, as typically
judged from X-ray diffraction characteristics. In biominerals, the
compositional heterogeneity is a biological necessity, and
therefore it should not be surprising that the formation of
these highly complex materials requires the presence of
additives to regulate the final morphology and composition.
Quantitative understanding of the kinetic impurity effect can
contribute to overcoming protein−crystal size limits and to the
development of new bioinspired composite materials. A

fundamental measure of this effect is the dependence of the
rate of advancement of unfinished crystal layers (i.e., steps) on
the concentration of impurities adsorbed onto the surface.
This well-known problem was addressed over 50 years ago

by Cabrera and Vermilyea (CV) with the now-classic CV
model.9 The model considers the rate of step growth as v(Δ) =
v0(1 − 2Rc/Δ)1/2, where v0 is the step velocity in the absence of
impurities, Δ is the typical distance between impurities, and Rc

is the critical radius for 2-d nucleation on the crystal surface.9 It
is motivated by assuming the impurities are distributed as a
regular, square array. When a flat step meets a row of impurities
along its growth direction, the step is broken up into a number
of fingers, each projecting between a pair of neighboring
impurities (see Figure 1). Step blocking occurs if the radius of
curvature of these fingers, which is at most Δ/2, is less than Rc.
The square root in v(Δ) arises from using a geometric mean to
combine the effects of free step propagation on the impurity-
free terraces, v0, and impeded-step velocity, taken to be v0(1 −
2Rc/Δ) due to an assumed linear dependence on the effective
supersaturation and the Gibbs−Thomson (GT) effect,10,11

whereby the effective supersaturation across a curved interface
is reduced proportionally to the curvature. Other processes,
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such as liquour depletion, can also affect the step velocity,12,13

but the CV model has been the starting point for many
discussions of step blocking.14,15

As it stands, there are two elements to the CV model: the
critical impurity separation (CIS) to cause complete step
blocking, Δc = 2Rc, and the arguments leading to the form of
the function v(Δ). While the latter has been the subject of
much discussion leading to several proposed modifications (see,
e.g., Kuboto and Mullin16 and Weaver et al.17), it is clearly the
former, the CIS, that is of most conceptual importance: once
this is known, the exact manner in which v(Δ) goes from v(∞)
= v0 to v(Δc) = 0 is less relevant vis-a-̀vis deriving a step-
blocking criterion. Potapenko proposed an adjustment leading
to Δc = (5/3)Rc to take account of the fact that impurities are
distributed randomly,18 while Weaver et al. recently treated
such an adjustment as empirical.19

Despite these refinements, the literature includes a
bewildering collection of both supportive20,21 and disputa-
tive22,23 experimental evidence (see the survey of experimental
literature given in the Supporting Information); indeed, there
are a number of fundamental flaws and limitations intrinsic to
the physical picture underpinning the CV model. First, the
concept of impurity-induced step bending is no longer relevant
in the low kink-density limit: De Yoreo et al.24 have
demonstrated that the predominant mode of retardation of
the so-called stiff steps, of low kink density, is kink blocking
(“poisoning”) rather than the GT effect associated with step
bending. Second, there is a clear irreconcilability of two
different length scales in the CV model: impurities are
considered to be molecular, whereas the step is treated
macroscopically via invocation of the GT effect. Third, the
operational regime of the CV model, as motivated by De Yoreo
et al.,24 is restricted to nonstiff steps in the high kink-density
limit. However, it is precisely this step flexibility that limits the
energetic cost of creating local step fluctuations, which for the
case of molecular impurities can lead to morphological
shortcuts that bypass the blocking effect of the impurity (see
Supplementary Videos S1 and S2, Supporting Information).
In this paper we revisit the classic CV model and some of its

variations by taking step fluctuations at the molecular level
explicitly into account in a kinetic Monte Carlo (kMC)
computational model11,25,26 (for details of our simulations, see
Supporting Information). On the basis of both thermodynamic

and kinetic considerations, we discuss the CIS for step blocking
and show that the CV model only applies in precisely defined,
rather restrictive circumstances. In addition, given the
unrealistic idealization by the CV model that impurities have
infinite surface-residence times and zero surface diffusion, we
expand our analysis to also include impurity kinetics.

■ COMPUTER SIMULATIONS

We performed kMC simulations of a Kossel (i.e., cubic) lattice
of lattice parameter a and containing two species, the crystal
molecules, c, and the impurities, i. The crystal−crystal molecule
binding energy is ε < 0. Impurities have different binding
energies that we allow in general to be anisotropic. Vertical
binding of an impurity with either an impurity or a crystal
molecule has energy εii

(v) and εic
(v), respectively, while horizontal

(in-plane) binding has impurity−impurity energy εii
(h) and

impurity−crystal energy εic
(h).

To begin, we work with static impurities which are put in
place at the start of the simulation and which thereafter do not
move (they effectively have infinite vertical binding energies,
εii
(v) = εic

(v) → −∞) and zero binding with the crystal, εic
(h) = 0. A

schematic diagram of the simulation cell is shown in Figure 1.
We then consider a solution bath that contains only the
majority species, c. With the impurities distributed in a regular
array, the configuration adheres to the assumptions of the CV
model, a somewhat artificial arrangement, as discussed below.
At zero supersaturation, thermal roughening occurs in this
model at a temperature kBTR ≈ 0.6|ε|, where kB is Boltzmann’s
constant. We typically work well below thermal roughening,
e.g., in the range 0.20 ≤ kBT/|ε| ≤ 0.30,32 At this temperature,
the velocity varies linearly with the supersaturation up to about
Δμ = 0.05|ε| (see Supporting Information) where Δμ is the
difference between the chemical potential of a crystal molecule
in solution and that of the molecule in the bulk crystal. To
make a comparison to experiment, we note that thermal
roughening temperatures for metals are typically on the order
of 1000 K, so the temperatures set for our simulations, being
near about TR/3, would be on the order of room temperature.

■ RESULTS AND DISCUSSION

Figure 2 shows typical results for the dependence of step
velocity on the interimpurity distance measured in lattice units,
Δn ≡ Δ/a, defined as the number of unoccupied lattice sites
between impurities. In this particular case, the critical impurity
separation at which blocking occurs is approximately Δn = 6.
To compare to the CV model and in order to eliminate any
uncertainty arising from the application of classical nucleation
theory to these small length scales, we have empirically
determined from simulation that the critical radius is Rc =
9.3a ± 0.2a (Supporting Information). The fundamental
assumption of CV, namely, that the CIS is twice the critical
radius (about 18 lattice units in this example), is thus clearly
unsupported. Note that this discrepancy is not due to the
regular, artificial impurity arrangement imposed by the CV
model, criticized by other authors. Indeed, see also Figure 2,
results for a random impurity distribution closely approximate
those for the regular impurity array, suggesting that such effects
are small. On the other hand, Figure 2 shows equivalent data
for the case of nonzero impurity−crystal in-plane binding
energy, εic

(h), which shows (a) that the CIS is a sensitive function
of this energy and (b) that deviations from CV are even greater
as this energy grows. Last but not least, our results show

Figure 1. Left panel shows a schematic diagram of the simulation cell
for the case of a regular array of static impurity clusters (red). The
quantities defined are the cluster size, L, the separation between
clusters, Δn, and the length of the repeating unit, n. The right panel
shows a snapshot from a simulation of a growing step, illustrating the
formation of fingers penetrating from left to right between the
impurity clusters. (Simulations visualized using VMD.8)
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negative step velocities (crystal dissolution) for sufficiently small
impurity separation, i.e., sufficiently high impurity surface
concentrations. This is possible because our simulation begins
with impurities already incorporated into the crystal surface; see
Figure 1. The smooth transition from positive to negative
velocities is outside the scope of the CV model and suggests
that the physics behind it is incomplete.
Our simulations (see Supplementary video, Supporting

Information) reveal the true cause of the CV−CIS failure: it
is very likely for a small thermal fluctuation on the border of a
finger to close the gap around a point (L = 1) impurity and
coalesce with an adjacent finger. This is related to the fact that
the critical radius as an absolute threshold is a macroscopic
concept. Microscopically, rather, the critical radius is defined as
the radius for which clusters have a 50% probability of growing
or shrinking. In other words, the microscopic criterion allows
both smaller clusters to grow and larger clusters to evaporate, as
explicitly shown in Supporting Information. We therefore
repeated our simulations with impurity clusters consisting of
blocks of size L × L for L = 2, 4, 8, and 16 lattice sites so that
the finger−finger gaps to be bridged were larger. Typical results
are shown in Figure 3. It is evident that the CIS approaches the
expected CV value as the size of the clusters increases. These
results are for the particular conditions kBT = 0.25|ε|, Δμ =
0.05|ε|, a square lattice of size 120−240 (ref 33) and runs of
107−108 surface updates (ref 34)we have verified that our
results are insensitive to the precise values chosen for the lattice
size and run length (Supporting Information). Similar behavior
was observed for lower and higher temperatures and both lower
and higher supersaturations (Supporting Information). Allow-
ing for surface diffusion of the crystal molecules has no
significant effect, as is apparent in Figure 2.

Analytical Criterion for Step Pinning. Our results clearly
demand a new approach to characterizing the CIS. Whether the
crystal grows or dissolves ultimately depends on what final state
has the lowest free energy. We therefore consider the free-
energy difference between adding a layer of molecules to the
crystal and having the same number of molecules in solution. If
a surface layer comprises N sites and if there are Ni impurities
on the surface, each one occupying S lattice sites, then the
number of molecules needed to form one crystal layer is N −
NiS. If the impurity−crystal bond energies, εic

(h), were identical
to the crystal−crystal bond energy, ε, there would be a free
energy difference of −(N−NiS)Δμ, where Δμ > 0 for growth.
However, the defining characteristic of an impurity is that εic

(h)

≠ ε, thus introducing an excess free energy proportional to NiC,
where C is the number of crystal−impurity bonds per impurity,
which in turn is the circumference of the impurity, in lattice
units. The resulting free energy difference is ΔF = −(N −
NiS)Δμ + NiCγic, where γic is the crystal-impurity line tension.
In the simple case that the number of unoccupied sites between
impurities is Δn and that the impurities are square with the side
of length L lattice units, then S = L2, C = 4L, and the CIS for
which ΔF = 0 is Δnc = L((1 + 4γic/LΔμ)1/2 − 1). There are
several important features of this estimate. First, the
thermodynamic argument readily explains the occurrence of
negative step velocities: they arise because the effective
supersaturation, Δμeff ≡ −ΔF/(N − NiS), is lowered to the
point of undersaturation by the impurities already incorporated
into the solid. Second, at low temperatures the line tension can
be roughly estimated as the bond-energy difference per each
molecule of the pair, i.e., γic ≈ (εic

(h) − ε)/2. This way, an
explicit dependence on the bonding characteristics of the
impurity can be taken into account: this correctly predicts
decreasing CIS with increasing εic

(h). Third, in the limit of large
impurities the CIS becomes limL→∞Δnc = −2γic/Δμ, which is
precisely twice the critical radius predicted by classical nucleation
theory for 2-d island nucleation11 if γic is the same as that of the

Figure 2. Step velocity as a function of the inverse separation between
impurities for kBT = 0.25|ε| and Δμ = 0.05|ε|. Results are shown for
point impurities with no horizontal interaction with crystal molecules
(for a square array, a random distribution, and a square array with
surface diffusion of crystal molecules with no Schwoebel barrier), and
for impurity−crystal binding energies of εic

(h) = 0.25ε and 0.5ε. The
arrows indicate, from left to right, the CIS predicted by the CV model,
the CIS determined from our thermodynamic condition for εic

(h) = 0
and εic

(h) = 0.5ε (using the zero-temperature estimate for the line
tension); for εic = ε, the thermodynamic prediction is that blocking
does not occur: there is nevertheless a slowdown of step growth due to
the need to nucleate kinks between each pair of blockers (see, e.g., ref
24). In the case of diffusion, the diffusion constant is chosen to allow
for approximately 20 diffusive jumps during the residency time of a
monomer and results in a step velocity in the pure system of
approximately 9 times that without diffusion.

Figure 3. Step velocity as a function of the inverse separation between
impurity clusters of various sizes for kBT = 0.25|ε| and Δμ = 0.05|ε|.
The impurity clusters are square with sides of length 1, 2, 4, 8, and 16.
The zero-temperature approximation for the line tension was used to
estimate the CIS with the results, indicated by the arrows on the figure,
in good agreement with the simulation data. The CV limit is also
shown. The approach of the limit of the dead-zone to the CV value
and the slower approach of the CIS are both in evidence. Note that all
curves systematically show negative velocities as 1/Δn increases
beyond the range of this plot.
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impurity-free step; this condition is true at low temperatures
and a reasonable approximation at higher temperatures if εic

(h) =
0. In other words, the CV model is only valid in the limit of large
impurities with zero horizontal bonding to crystal molecules.35

Fourth, since the argument is based on thermodynamics, we
would expect that neither a random distribution of impurities
on the surface nor diffusion of crystal molecules will affect the
CIS, in accord with the simulation results. Our results can be
easily generalized to apply to a distribution of cluster sizes and
geometries.
Many of these points are illustrated in Figure 4, which shows

the step velocity as a function of impurity size and separation,
for three different supersaturations. Our theoretical prediction
for the critical impurity separation, based on the zero-
temperature estimate for the crystal-impurity line tension,
falls in all cases in the center of the “dead zone”, defined as the
domain in which the measured velocity is less than the
statistical error and, so, indistinguishable from zero. There is a
dead zone because growing past a blocker requires a thermal
fluctuation of sufficient size: for smaller blockers and/or higher
temperatures these are frequent and the dead zone is narrow,
while for larger blockers and/or lower temperatures they are
less frequent and the dead zone is broader. Given that
experimental observations and computer simulations are made
over a finite time scale, step growth appears to cease sufficiently
near the thermodynamically prescribed limit. True cessation
only occurs for impurity separations equal to or below the
thermodynamic limit unless, as in our case, the crystal already
contains impurities, in which case it only occurs precisely at the
CIS. Growth cessation above the CIS in a pure crystal and
below the CIS in a crystal with embedded impurities is, rather,
an experimental artifact determined by the time scale over
which observations are made.

Dynamic Impurities. We have also investigated the same
questions in the context of dynamic impurities that adsorb from
solution and can evaporate. Figure 5 shows results for the same
temperature and supersaturation as in Figures 2 and 3. The
impurity vertical binding energy εic

(v) is an additional variable.

Figure 4. Critical impurity separation, Δnc for blocking as a function of cluster size (in primary growth units), L, for three reduced supersaturations,
Δμ* ≡ Δμ/|ε|. Each data point is represented by a circle the size of which is proportional to the absolute value of the velocity (up to a maximum
imposed for clarity and a minimum needed for visibility). Blue indicates that the velocity was positive, red that it was negative, and white that the
velocity was within the 95% confidence interval around zero. The green lines are the thermodynamic CIS calculated using the zero temperature line
tension. The dashed horizontal lines are the CV predictions.

Figure 5. Step velocity as a function of the binding energy of
impurities to the surface, εic

v , for a lattice of size 120 × 120,
temperature kBT = 0.25|ε| and crystal supersaturation Δμ = 0.05|ε|. As
the binding energy is varied, the concentration of impurities in
solution (i.e., their supersaturation) is adjusted so as to result in the
desired average number of impurities on the equilibrated surface. The
legend gives in each case the average separation between impurities,
Δn. The energy for which the velocity is equal to a lattice spacing
divided by the residency time of an impurity is indicated by the line.
The points have been slightly shifted horizontally to make the
individual values apparent.
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We therefore adjusted the supersaturation of impurities such
that the average equilibrium density of impurities on the surface
for a given value of εic

(v) had a prescribed value. The figure shows
that for small |εic

(v)| the step velocity is almost completely
unaffected, even if the average density is in the blocking regime
for static impurities. It is only if the |εic

(v)| is sufficiently high so
that the impurities have sufficient residency time to be
incorporated into the growing crystal and thereby lowering
the effective supersaturation that blocking can occur. The
threshold is therefore that binding energy for which the residency
time of an impurity is comparable to the time required for a step to
grow by one lattice unit. Since the residency time varies as
exp(εic

(v)/kBT), this creates the rather sharp threshold observed
in the simulation. We can immediately deduce that impurity
surface diffusion will have a similar effect on step blocking:
blocking will only occur if the net residency time of an impurity
in a given position is greater than this threshold. This again
illustrates the thermodynamic origin of step blocking.

■ CONCLUDING REMARKS

We have reported on kinetic Monte Carlo simulations
examining the effect of impurities on step growth. Our
simulations circumvent many uncertainties inherent in
experimental tests of the CV model that make its direct
verification difficult, namely, assuming the validity of classical
nucleation theory, uncertain values of physical quantities (e.g.,
line tension, impurity residency time, the impurity−crystal
interaction, supersaturation at the crystal surface), the role of
diffusion, the relation between impurity concentration in
solution and the impurity density on the surface, and the effect
of step interactions.
We have designed a setup which, in principle, maximizes the

applicability of the CV model: it features impurities organized
in a regular array, stationary impurities, impurities of identical
size. We found, nevertheless, that the CV model only applies in
the case of effectively large impurity clusters with long surface-
residency times. A clear realm where this large-impurity limit
holds is protein-mediated biomineralization, where the
polypeptide impurity species can be several orders of
magnitude larger than the main growth species (e.g., peptide
adsorption on COM27 and CaCO3

28). Another one is the
clustering of impurities present in lysozyme solutions prepared
from commercial sources (e.g., Sigma-Aldrich HEWL29).
Experimentally, effectively large impurities can be realized by

means other than impurity clusters. For example, an impurity
with a positive horizontal binding energy will tend to oppose
the occupation of its nearest neighbor sites by crystal
molecules, which will in turn lower the probability of second
nearest neighbor and further sites, the presence of the impurity
therefore affecting an extended neighborhood. Another
possibility is a point impurity that is incommensurate with
the lattice, which results in the creation of a relatively long-
range disturbance.
Smaller clusters and point impurities require much higher

impurity densities to induce step blocking because thermal
fluctuations are likely to drive the system past the limit implied
by the GT effect. In fact, blocking is a result of two effects: an
absolute, thermodynamic critical CIS dictated by the free-
energy cost of removing a surface layer, and a larger, kinetically
determined critical CIS that is the result of the classical
arguments based on the GT effect and that therefore (a)
depends on temperature, line tension, supersaturation, etc. and

(b) can be expected to scale as a function of these variables as
activated processes do.
Our results are not completely unanticipated: Van Enckevort

and Van den Berg made an early simulation study of step
blocking,30 but their systems were very small in comparison,
and as noted by De Yoreo et al.24 they worked either above the
roughening transition or in a regime subject to surface
nucleation. De Yoreo et al.24 worked in a regime comparable
to ours and also noted the importance of thermal fluctuations,
but they concentrated on the kinetics of kink nucleation and
did not put forward a dependence of the CIS on impurity
concentration as given here, which includes a crossover to CV
behavior for large clusters with no horizontal interactions. In
this sense, our study is complementary to theirs. Anklam and
Firozzabadi31 recognized the importance of thermodynamics
rather than the kinetic role of the GT effect, but did not apply
this insight into the question of the role of the size dependence
of impurities. To the best of our knowledge directly comparable
experimental data are not available, since most of the published
works measure step velocity and do not know the actual
impurity spacing, as explained in detail in the Supporting
Information, section “The experimental state-of-the-art”.
Our results were obtained for the case of a Kossel (i.e.,

simple cubic) lattice, and it is fair to wonder if this choice limits
the generality of our conclusions. On the one hand, the CV
theory is itself generic and is supposed to apply to all lattices:
having demonstrated its failure for a specific lattice is therefore
sufficient to put it into doubt for all cases. On the other hand,
the reasoning that underlies our explanation of our results,
namely, that it is the thermodynamics of impurity incorporation
that ultimately leads to step blocking, is also aquite generic and
can reasonably be expected to hold generally. What may prove
to be system specific is the difference between the CV and
thermodynamic criterion and the dynamics of fluctuations. It is
worth noting that the detailed prediction of the thermodynamic
criterion will, in general, depend on specifics such as the
number of neighbors, the range of the interaction, etc. and will
have to be re-evaluated for other lattice types.
The interaction between steps and impurities depends on

many factors: the size of the impurities, their residency time,
and the strength of the crystal-impurity bonding, to mention a
few. The Cabrera−Vermilyea critical impurity separation is
actually an upper limit to step blocking and growth cessation: it
is certainly true that greater separations between impurities
cannot lead to growth cessation. In general, however, it is
neither an accurate measure of the absolute limit of growth
cessation, which is actually determined by the thermodynamics
of impurity incorporation into the crystal, nor an accurate
measure of the upper limit of the dead zone for growth, which
depends, rather, on kinetic considerations vis-a-̀vis time scale of
fluctuations versus observation times.
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