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Abstract
Agreat deal of experimental evidence suggests that a wide spectrumof phase transitions occur in a
multistagemanner via the appearance and subsequent transformation of intermediatemetastable
states. Suchmultistagemechanisms cannot be explainedwithin the realmof the classical nucleation
framework.Hence, there is a strong need to develop new theoretical tools to explain the occurrence
and nature of these ubiquitous intermediate phases. Here we outline a unified and self-consistent
theoretical framework to describe both classical and nonclassical nucleation. Our framework provides
a detailed explanation of thewholemultistage nucleation pathway showing in particular that the
pathway involves a single energy barrier and it passes through a dense phase, starting from a low-
density initial phase, before reaching the final stable state.Moreover, we demonstrate that the kinetics
ofmatter inside subcritical clusters favors the formation of nucleation clusters with an intermediate
density, i.e. nucleation precursors. Remarkably, these nucleation precursors are not associatedwith a
localminimumof the thermodynamic potential, as commonly assumed in previous phenomenolo-
gical approaches. On the contrary, wefind that they emerge due to the competition between
thermodynamics and kinetics of cluster formation. Thus, themechanismuncovered for the formation
of intermediate phases can be used to explain recently reported experimental findings in crystal-
lization: up to now such phases were assumed a consequence of some complex energy landscapewith
multiple energyminima.Using fundamental concepts fromkinetics and thermodynamics, we provide
a satisfactory explanation for the so-called nonclassical nucleation pathways observed in experiments.

1. Introduction

Phase transitions from less dense states tomore dense ones are omnipresent in awide spectrumof natural
phenomena around us [1, 2]. Examples can be found in cloud and polar cap formation [3–5], biomineralization
processes such as bone development [6–8], protein aggregation and colloidal crystallization in living cells [9–11],
and volcano and black hole formation [12, 13]. These transitions are characterized by an initial incubatory stage
governed by randomdensity fluctuations that appear spontaneously in themother phase (nucleation clusters).
The incubatory stage determines the transition time and is known as nucleation.

One of themost popular approaches to nucleation is the so-called classical nucleation theory (CNT) [1, 2]. It
relies on theGibbsian concept of an energy barrier resulting from the competition between the volume and
surface energies of the nucleation cluster [14, 15], and one empirically postulatesmonomer attachment-
detachment rates, which are then used to describe the kinetics of cluster formation [16–21].Moreover,
nucleation clusters are assumed to be spherical seeds of the final phase, which grow in size by attaching
monomers, as the transition ensues.

Over the years, CNThas been useful in explaining near-equilibrium transitions in simple fluids.However,
recent experimental evidence has revealed new phenomena that seem to be irreconcilable with its basic ideas
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[22–39], ranging frommultistage nucleation pathways [22, 30, 32, 36, 37, 39], to nucleation precursors
[23, 29, 31, 33, 34, 39] and pre-nucleation clusters [24, 27]. These experimental findings and associated
phenomena arewidely referred to as nonclassical nucleation. It is ubiquitous in a large spectrumof phase
transitions, but progress to its understanding is hampered by the lack of a theoretical framework going beyond
CNT.Of course CNThas been quite successful at equilibriumor close to it, but its use far from equilibrium is
problematic relying on ad hoc and phenomenological hypotheses. For example, driven by the convenience and
simplicity of CNT, there have been attempts to identify precursors and intermediate states in experiments by
postulating an energy landscapewithmultiple localminima (metastable states) between the initial and the final
stable state. However, unlikewhat is suggested by such postulated energy landscapes withmultipleminima, it
has been recently shown that nonclassicalmultistage nucleation does not necessarilymeanmultiple nucleation
events [40–42]. This underlines the need for cautionwhen trying to understand nonclassical nucleation through
CNT-tinted glasses, and naturally raises the following question. Is it possible to come upwith a solid theoretical
justification for the nonclassical features of nucleation? To address this questionwemust change our viewpoint
of nucleation clusters. Instead of treating them as discrete and independent objects, we need to think of them as
spontaneous local density variations of themother phase. In this case, the cluster evolution is given by the
conservation laws offluid dynamics augmented to account for spontaneous thermalfluctuations [43].Within
this framework, commonly known asfluctuating hydrodynamics (FH), the system is described by its time-
dependent hydrodynamicfields. In the prototypical case of an isothermal systemwith strong dissipation due to
the thermal bath, the only relevant quantity is the density field [44]. In principle, the equations of FHprovide us
with a full and self-contained description of the system’s dynamics, including rare events, such as nucleation.
Therefore, describing the evolution of a single density fluctuation using FHwould provide an alternative theory
of nucleation. A decisive first step in this directionwas the recentmesoscopic nucleation theory (MeNT) put
forward in [45–48]. InMeNT the number of parameters (so-called order parameters)wemay choose to
effectively describe a nucleation cluster is free.

As numerous experimental findings on nonclassical nucleation cannot be satisfactorily explained by one-
parameter clusters, the development of newmodels by consideringmulti-parameter clustersmay seem to be an
appealing (if not the only)way to advance our understanding of nucleation. It would seem that finer effects
associatedwith nucleationmay ultimately be explained by ascribing additional degrees of freedom to nucleation
clusters, e.g. the crystallinity, whichmeasures local order inside the cluster. However, the rising complexity of
suchmulti-parametermodelsmeans that exact expressions for observables, such as nucleation rate and cluster
distribution, do not necessarily exist, even for the vanilla two-parametermodel accounting for changes in the
size and inner density of the cluster (thefirst necessary step towards a nonCNT). Under theMeNTpicture, such
observable quantities are approximated by utilizing the concepts ofmeanfirst-passage time (MFPT) and the
equilibriumdistribution derived from the corresponding Fokker–Planck equation, respectively [45–48].
Nevertheless, beyond the simplest one-parametermodel, these approximations also rise in complexity, which
might be an important factor that has hindered the applicability ofMeNT so far. The fundamental question then
is whether or not it is possible to formulate a fundamental and flexible theory of nucleation capable of capturing
nonclassical aspects, but with the simplicity and ease of access of the classical picture.

This is precisely the aim of the present study. Using elements fromdifferential geometry and stochastic
calculuswe show that anymulti-parametermodel can be reduced to an analytically tractable one-parameter
model by following the nucleation pathway, i.e. themost-likely path (MLP) of the system. Since, in principle, the
nucleation pathway of a given systemmay be obtained from simulations or even directmeasurements, e.g.
atomic forcemicroscopy [49], our results provide a valuable practical tool to explain and quantify nucleation
experiments. The theoretical effort to reduce the FHpicture to a general one-parameter description is
worthwhile as it leads to the derivation of simple analytic expressions for the nucleation rate and cluster
distribution function, given the nucleation pathway. These expressions should be accessible to nucleation
practitioners as they allow the estimation of quantities such as nucleation rate and cluster distributionwithout
the need for the equilibrium approximation. And should provide practitioners with a self-contained and self-
consistent theoretical framework, which can potentially explain and quantify anynonclassical aspects of
nucleation. To showcase the predictive power of themethodology developed in this work, we apply it to the two-
parametermodelmentioned before (accounting for changes in the size and inner density of the cluster), to
reduce it to a general one-parameter description, and demonstrate that the cluster distribution function
obtained corroborates the existence of intermediate nucleation states, which can be linked to the highly debated
nucleation precursors [23, 29, 31, 33, 34, 37, 39, 50]. Surprisingly, we observe that these nucleation precursors
are not associatedwith energyminima in the traditional sense, but are rather temporarily stabilized by the small-
scale kinetics ofmatter inside the nucleation cluster.More importantly, ourwork provides a formal and
alternative answer to the question of the role played by kinetics in nucleation, andwhether the observation of
nucleation precursors should be understood as a unique consequence of a complex energy landscape. Finally, it
is worthmentioning that the formal framework presented here is not limited to the study of nucleation
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precursors, which is only one ofmany possible features of nonclassical nucleation. Applied tomore general
models for nucleation clusters (including new order parameters, e.g. crystallinity), it will provide estimations of
the observable quantitiesmentioned above, i.e. the nucleation rate and cluster distribution.

2. Formulation

Our starting point is the FHdescription of nonequilibrium systems (which in turn can be obtained from the full
microscopic description i.e. Hamilton’s equations,figure A1), with an additional assumption of the FH
dynamics being overdamped.Nucleation is then fully described by the evolution of the one-body density ρ(r, t)
of the system,which is reasonable formost cases of practical interest.We note that in the thermodynamic
description of uniform equilibrium systems, r r=( )tr, is equivalent to the average number density. The
overdamped limit of the systemdynamics essentiallymeans that the evolution is driven by the thermodynamic
force d r dr [ ] ( )F tr, , where r[ ]F is an appropriate generalized thermodynamic potential, such as the free-
energy, which allows us to define the energy barrier r r mW = -[ ] [ ]F N in the grand canonical ensemble [51].
Hereμ andN are the chemical potential and the total number of particles, respectively. The equilibrium states
are computed byminimization ofΩwhich is the state-of-the-art in classical density functional theory (e.g.
[52, 53]).Within the FH approach, the nucleation clusters are associatedwith the spatially localizedfluctuations
of density that are brought about by thermal noise.

To connect the theorywith experimental observations, the density fluctuation (nucleation cluster)must be
described in terms ofmeasurable properties, such as cluster radius, inner density, crystallinity, etc. Formally, this
is achieved by introducing a parameterization in terms of these properties:

r r= ¼( ) ( ( ) ( )) ( )t r x t x tr; ; , , , 1N1

where = ¼( )x xx , , N1 are the order parameters shaping the energy barrier rW = W[ ] ( )x . The cluster
cumulativemass ( ( ))m r tx; , given by

ò r= ¢ ¢
¢<

( ( )) ( ( )) ( )m r t tx r r x; d ; , 2
r r

is then inserted into the FH equation, yielding theN stochastic differential equations which describe the noisy
dynamics of the order parameters (seefigure A1). The statistics across various realizations of noise is summarized
by theMLP, which represents the nucleation pathway. The key now is to obtain the nucleation path,
G = ¼( ˜ ( ) ˜ ( ))x s x s, , N1 representing a trajectory in the parameter space, where s is the natural (arc-length)
parameter of such a curve. The critical cluster is hence characterized by the values of the order parameters
fulfilling:
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withβ=1/kBT being the inverse thermal energy at a given temperatureT.

2.1. Natural dynamics
Inmany practical situations, the nucleation pathwaymay be accessible from, e.g., simulations,microscopic
mean-field theories or even experimentsmeasuring the evolution of the nucleation clusters. As there is very little
chance that experimental observationwill capture unlikely pathways, the nucleation trajectory observedmust lie
in the close vicinity of theMLP (figure 1). In this case, theN order parameters will follow the nucleation pathway
trajectory in the average sense, and can be expressed in terms of the arc-length s. The latter, thus, becomes the
only relevant order parameter for nucleation, which locates the cluster properties along the nucleation pathway.
The arc-length dynamics is governed by the equation (see appendix A):
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withD the diffusion constant and g−1(s) the kinetic (orOnsager) coefficient of the evolution of the order
parameter s, given by

ò p r
=

¥
⎜ ⎟⎛
⎝

⎞
⎠( )

( )
( ) ( )g s r

r r s

m r s

s
d

1

4 ;

d ;

d
, 5

0 2

2

which recovers the usual expression for themonomer attachment rate for diffusion-limited nucleation (e.g.
equation (10.18) of [1]) in the simplest case of one-parametermodel for clusters [46].

Thus, thefirst termon the right-hand side of equation (4) represents the effective drift that clusters
experience along the nucleation pathway, i.e. along the s-axis (see figure 1), with b-¶ W ¶( )s s playing the role of
the thermodynamic driving force. The last termdepends on the fluctuating force ξ(t), which has zeromean and
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is delta-correlated in time. The second termhas its origin in the noise, arising from the Itô–Stratonovich
inequivalence [46]. Due to its origin, it is also known as the spurious drift and vanishes in theweak-noise limit
(WNL), i.e. while the effective drift dominates the dynamics.

2.2. Nucleation cluster distributions
The stochastic dynamics along the nucleation pathway given by equation (4) yields a time-dependent cluster
distribution, whichmeasures the probability of observing a nucleation cluster with properties around a given s,
at a given time t. Due to the rare-event nature of nucleation, the cluster distribution relaxes (almost)
instantaneously to a steady-state distribution Pst(s). During the nucleation stage, the probability offinding a
cluster out of themetastable basinmust be close to zero.Hence, we assume thatPst vanishes at a certain point
beyond the critical cluster, s+>sc. This point demarcates the boundary of the nucleation regime, so that beyond
such configuration s+ the nucleation cluster will deterministically growwithout a bound. Therefore, the
probability of observing a nucleation cluster around position s on theMLP is given by (see appendix B)

ò= ¢ ¢b b- W W ¢+

( ) ( ) ( ) ( )( ) ( )P s A g s s g se d e , 6s

s

s
s

st

whereA is the normalization constant and = ++ ( )s s1 c the (empirical) boundary between the nucleation
and growth stages on theMLP,where 0<ò= 1. For an undersaturated equilibrium solution, there is only one
energyminimum, and no barrier crossing, so the distribution takes the simple form

b= - W +{ }( ) ( ) ( ( )) ( )P s A s g sexp
1

2
log . 7eq

Tomake analytical progress, and obtain estimates of observable quantities such as the nucleation rate, CNTuses
a kind of detailed-balance relation to get themonomer-detachment rate from themonomer attachment
frequency by utilizing the equilibriumdistribution [1], even though this can really only be true at equilibrium.
Equation (6), however, provides an exact nonequilibrium cluster distribution for supersaturated solutions
independently of the number of order parameters. This is precisely why equation (6) is central to the present
study. For low andmoderate supersaturated solutions4, theflux of nucleating clusters is almost negligible, which
makes nucleation a rare-event. Understanding the exponent in equation (7) as an effective energy barrier,
βΩeff(s), the cluster distribution recovers the classical Gibbs–Boltzmann structure, assumed heuristically in
phenomenological descriptions. However,Ωeff is not an equilibrium thermodynamic potential but a
generalization that incorporates the small-scale kinetics of cluster formation, unlikeCNTor other heuristic
approaches. Such an abstraction allows us to explore the likelihood of appearance of nucleation clusters with
given properties via the analysis of the effective energy barrier (see figure 1).

Figure 1. Sketch of nonclassical nucleation. The initial cluster is denoted by an open circle. (a)Nucleation pathwayΓ(s), parameterized
by its arc-length s, corresponds to theMLP followed by two order parameters, x1(s) and x2(s). An initial density fluctuation at s=0
evolves alongΓ(s) in the average sense. The shading around the pathway represents the fact that a particular realization of nucleation
may deviate from theMLP. Red circle at s=sc denotes the critical cluster. Black circle at s=s+ demarcates the boundary between
nucleation and growth regimes. (b)Energy barrierΔΩ(s) (green curve) and cluster distribution Pst(s) (blue curve) along the nucleation
pathway. The dashed black curve represents a simplified treatment, which uses the cluster distribution in an undersaturated solution.

4
We refer to high supersaturationwhen the energy barrier involved gives >b- DW -( )e 10 2c . Formoderate supersaturation,
 < <b- - W -( ) ( )10 e 105 3c . Finally, low supersaturation is usedwhen <b- W -( )e 10 6c .
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2.3. Nucleation rate and time
Wecan use the formalismoutlined so far to obtain an exact expression for themain quantity of interest in
nucleation experiments, the nucleation rate J. This quantitymeasures themean production rate of super-critical
clusters (i.e., s>sc), which in turn determines themean time required for the nucleation cluster to abandon the
metastable basin (i.e., 0�s<sc). The nucleation rate is commonly characterized by theMFPT, the inverse of
which is assumed proportional to the nucleation rate. However, in general, there is no exact expression for the
MFPT formore than one-parameter, but an approximation only valid in theWNL [47, 54–56]. Themain
advantage of themost-likely approach adopted here is that the nucleation process is entirely described in terms
of only one-parameter, the arc-length. Generalizing the derivation of the nucleation rate for one-parameter
MeNT [46], we obtain the expression for themost-likely nucleation rate of anN-parametermodel (see
appendix C):

r
G =

G
¥[ ]
[ ]

( )J
t2

, 8
n

ò òG = ¢ ¢b b- W W ¢+
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2
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with r¥ the average number density of themetastablemother phase (i.e., at an infinite distance from the center
of the nucleation cluster) andN(s) the total number ofmolecules in the cluster. Equation (9)naturally defines the
most-likely time for nucleation to occur. Hence, we refer to tn as the nucleation time. The square brackets have
been added to remind us that the corresponding quantities depend on the curve describing the nucleation
pathway.

3. Results

The simplestmodel of cluster that captures the essence of nonclassical nucleation is determined by two basic
properties of nucleation clusters: the radius and the density at the center. Essentially, a nucleation cluster is
divided into three parts: the surroundingmother phase with density r¥, the inner corewith density ρ0 and
radiusR, and the depletion zonewhich enforcesmass conservation. This translates into a two-dimensional
parameterization of the cluster density, r r r=( ( )) ( )r t r Rx; ; ,0 . In order to compute the energy of cluster
formation, r rDW = W - W ¥¥( ) ( )R, ,0 , one requires a reliable approximation for the bulkfluid equation of
state (EOS).We use the Barker–Henderson perturbation theorywith the reference system given by the
Carnahan–Starling EOS for the hard-spherefluid [57, 58] and the perturbative part given by the tenWolde–
Frenkelmodel (see appendixD), which is well-suited for the description of globular proteins [40]. The EOS
allows us to obtain the equilibriumbulk densities at coexistence for a given temperature (e.g [53, 58]), r¥

( )c

(vapor-like) and r( )
0
c (liquid-like). These values define the coexistence (saturation) curve of the fluid. Themean-

field expression for the grand free-energy allows us to obtain the surface tension of the planar interface, γ( c), as an
increment of the grand potential at coexistence.With this, we can eventually compute thework of cluster
formation (withT=0.4, in reduced units), shown infigure 2. In theWNL, the nucleation pathway (i.e., the
MLP) can be computed by setting the cluster at the critical configuration r= ( )Rx ,c c c (i.e., the saddle point of
the energy barrier), perturbing slightly along the unstable direction and integrating the deterministic parts of the
governing equations forR and ρ0 (seefigure A1). This yields the curveΓ, red solid line infigure 2 [47]. As can be
observed, theMLPdoes not follow theCartesian gradient of the free-energy, i.e. ¶ Wei i with ei being the local unit
vector pointing in the coordinate direction rÎ { }i R,0 . This is because, in general coordinates, i.e. x, the
gradient is defined in terms of themetric tensor g ij, which in turn defines the length in the x-space [45, 47] (see
also appendix A). Indeed, the gradient operator can bewritten as ¶gei

ij
j (with = -g gij

ij
1being the components

of the inverse of the tensor gij) using Einstein’s summation convention. The components of themetric tensor gij
are defined in equation (A.7), which in the particular case of a two-parametermodel translates into
equations (D.11)–(D.13). The free-energy barrier is discussed in appendixD.Wenote that ρ0(Γ) and s, are
connected by a one-to-one relationship, as shown infigure 3. Thismeans that the nucleation pathway can be
equivalently parameterized either by the arc-length or by themore physicallymeaningful order parameter, ρ0.
For this reason, we prefer to use ρ0, since it provides amore physical information about the properties of the
nucleation cluster.

3.1. Energy barrier
Having determined the nucleation pathway, we can apply the theoretical framework discussed in section 2. A
first, and essential, result that emerges from it is themost-likely energy barrier, i.e.βΔΩ[Γ]. According to the
previous discussion, the energetic cost of producing a nucleation cluster is computed as a function of ρ0,figures 4
and 5. For the two-parametermodel, the energy barrier along the nucleation pathway reveals a highly
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nonclassical form. Infigure 5(a), the horizontal axis seems to be naturally divided into three intervals according
to the energy and thermodynamic driving force involved. This determines the different kind of clusters present
in a nucleation process. First, thework of cluster formation varies rapidly as ρ0 grows up to a certain value, after
which a plateau is reached. These low-density values represent small deviations from the background density
with associated large radii (see figure 2), and feel a relatively strong thermodynamic driving force (given by the
slope), leading to their disappearance. Between those low-density clusters and the near-critical clusters, with
densities in the vicinity of themaximumofβΔΩ, wefind a broad range of cluster densities with very similar
energies. Besides involving a low energetic cost, the clusters with these intermediate densities experience an
almost negligible thermodynamic driving force, which indicates that these ‘intermediate’ clusters are very likely
to appear and remain for long time periodswithin the initialmetastable solution. Intuitively, we can expect these
intermediate clusters to be identified as nucleation precursors. This is indeed the case aswewill confirm in the

Figure 2.Work of cluster formationβΔΩ(ρ0,R) at =k T 0.4B 0, with r r=¥ ¥
( )1.4 c .White dashed lines indicate the initialmetastable

state density r¥ (bottom) and thefinal stable-liquid density (top), r r~ℓ ( )1.040 0
c . The origin of the ρ0-axis is set at the coexistence

vapor density r s~ ´¥
- -( ) 1.5 10c 2 3. The twominima ofβΩ occur at densities r¥ and rℓ

0 . The red and green solid lines represent
theMLP, i.e.Γ, and the separatrix between the two basins of attraction, respectively. The red filled circle represents the critical
nucleation cluster, i.e. the saddle point of the energy surface, with r r= ( )0.84c 0

c and =R R1.01c c
CNT where s=R 3.98c

CNT . The blue
filled circle shows the precursor state predicted by the constrained two-parametermodel (seefigure 8).

Figure 3.One-to-one correspondence between the cluster central density, ρ0, and the arc-length, s, over theMLP. The uppermost
horizontal line corresponds to the value of the post-critical density, r r= ++ ( )1 c0 (with ò=10−1). The red dashed line shows the
density of the critical cluster, equation (3). The lowermost horizontal line is the density of the initialmetastable state, in this case
r r=¥ ¥

( )1.4 c .
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following section, with the computation of the effective energy barrier and the nucleation cluster distribution.
Finally, beyond the critical density wefind the post-critical clusters, subjected to a high thermodynamic driving
force pushing them to growwithout a bound.While the results shown infigures 4 and 5 correspond to a
moderate supersaturation, with r r=¥ ¥

( )1.4 c , the same behavior is found for any supersaturation values.
Figures 4 and 5depict a direct comparison between our predictions andCNT.Wenote that in theCNT

framework the nucleation pathway is just a straight linewith r r= ( )
0 0

c andR varying fromR=0 up to
= = ++ ( )R R R1 c (not shown infigure 4). Both predictions appear qualitatively similar when represented

as a function of the natural parameter, s,figure 5(b), in the sense that they both exhibit a localmaximum
corresponding to the height of the nucleation barrier (which determines the nucleation critical cluster). But
there is a substantial difference between the twomaxima of approximately 5 kBT. Such a discrepancy is related to

Figure 4.Normalizedwork of cluster formation,ΔΩ/ΔΩCNT(sc), and normalized kinetic contribution, +( ( )) ( ( ))g s g slog log , along
the nucleation pathway. Green and blue lines represent the energy barriers predicted byCNT and the two-parametermodel,
respectively, along their respective nucleation pathways. These are expanded independently along their respective natural order
parameter infigure 5. Brown and red curves are the kinetic contributions predicted by our framework andCNT, respectively. Such
contributions are included in the effective energy barrier, shown infigure 6.

Figure 5. (a)Work of cluster formation along the nucleation pathwayΓ. The blue linewas computed by using equation (D.9) alongΓ.
(b)Work of cluster formation as function of the natural parameter s. The green line represents theCNT estimation along the classical
nucleation pathway. The globalmaxima correspond to the critical cluster, with propertiesRc and ρc given infigure 2.
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the fact that inCNT r r= ( )
0 0

c , whereas the two-parametermodel allows the inner density to freely vary. This has
a considerable effect on nucleation rate estimations, given the functional dependence of J on the energy barrier,
equation (8).

3.2. Probability distribution: the effective energy barrier
One of themost important results is the existence of an exact nonequilibrium expression for the nucleation
cluster distribution, equation (6). This quantity is crucial when it comes to understanding the cluster population
and its properties, bypassing the standard but controversial equilibrium approximation. In fact, equation (6)
allows us to test the reliability of this approximation in equation (7)whichwas not possible before (it is expected
to be valid close to equilibrium, i.e. low supersaturation as noted earlier).

As discussed in section 2, the effective energy barrier shapes the nucleation cluster distribution inmost
practical cases. It is shown infigures 6 and 7, comparing the prediction fromCNT [46]with that from the two-
parametermodel equation (7).Within theCNT framework, figure 6(b), the kinetic term ( )g slog1

2
induces a

localminimum far from the critical cluster,Rc. Thisminimumcorresponds to amaximumof likelihood. In the
near vicinity of the localminimumpredicted byCNT, clusters also show a negative effective energy, whereas out
of this basin their energy approaches rapidly values higher than kBT. From a purely thermodynamic point of
view, onewould argue that clusters becomemore unstable (and, hence, unlikely) as the radius grows, because the
free-energy cost involved growsmonotonically asR, up toRc. However, the kinetics of the process shifts the
energy barrier in away that stabilizes very small clusters (monomers), making them very likely despite involving
a nonzerowork of formation.

Themore realistic two-parametermodel reveals a completely different picture to the one depicted byCNT,
figure 6(a). First, only near-critical clusters have a positive effective energy,meaning that almost all precritical
clusters with r r r<¥ c0 have a non-negligible probability. The outcome is amuch richer cluster distribution
that spreads all over the precritical states, not governed bymonomers only, as is the case inCNT. This can be
seen as the result of the fact that the theory allows clusters to access a broader region of the phase space thanCNT
does, which has only an isolatedminimum. Second, the kinetic termdoes not affect all the intermediate clusters
the sameway and induces a localminimumat an intermediate density ρm, such that r r r< <¥ cm . The
competition between thermodynamics and kinetics causes an intermediate state with a substantial probability
about ρm, thus behaving as nucleation precursors.We recall that the local intermediateminimum, identified as
an intermediate precursor state, does not come from aminimumof the thermodynamic free-energy,Ω, but as a
result of including themass-transport kinetics inside the nucleation cluster. This demonstrates that apparent
multi-step energy barriers can be the result of the kinetics of cluster formation, while actually involving just a
single energy barrier.

The above analysis is corroborated by computing the steady-state PDF,figure 8. The usefulness of the
effective energy barrier nowbecomes clear, as the equilibriumPDF (dashed line) only differs from the steady-
state PDF (solid line) for post-critical clusters. Hence, one can infer the actual cluster distribution and its

Figure 6.Effective energy barrier along the nucleation pathwayΓ. The color code is the same as infigure 5. (a)Twominimawithin
ρ0<ρc. The first, lower energetic one, corresponds to long-wavelength fluctuations. The second, intermediate one, represents an
intermediate density state purely induced by kinetics. This localminimumhas an associated radius,Rm=0.45Rc. (b)Effective energy
of cluster formationwithin theCNT framework.
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properties as previously discussed. It is also evident that themain effect of the integral term in equation (6) is to
guarantee the boundary condition at ρ0=ρ+. Again, theCNTpredictionwas computed and shown,figure 8(b),
togetherwith the results from the formalism introduced in section 2 to highlight the differences between both
theories.

3.3. Nucleation rates
Wecannow contrast the secondmost important quantity in nucleation, the nucleation times (or rates)
predicted by the differentmodels we have discussed so far, using equation (9) and theCNT estimate given in
appendixD. The results (in reduced units) are shown infigure 9 as a function of both the supersaturation ratio

r r= ¥ ¥
( )S c , and the nucleation barrier,βΩc, respectively. It is noteworthy that the predictions obtainedwith

Figure 7.Representation of the equilibrium cluster distribution, equation (7), along the classical (green curve) and nonclassical (blue
curve)pathways. For graphical convenience, the distributions are normalized to theirmaximumamplitudes. Such distributions are
independently represented as a function of the corresponding order parameter infigure 8. Surface plot at the bottom shows the
effective potential bDW -( ) ( )gx xlog det , with r= ( )Rx ,0 .

Figure 8.Nucleation cluster distribution along the nonclassical (a) and classical (b) pathways. Solid lines represent the exact steady-
state solution, equation (6). Black dashed line goes for the equilibrium approximation, equation (7). Nonclassical cluster distribution
(a) shows amaximumat an intermediate density (nucleation precursor), in perfect agreement with theminimum reported for the
effective energy barrier infigure 6. Proof that severalmaxima in the cluster distribution do not necessarily imply severalminima in the
thermodynamic potential.
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equation (9) deviate fromCNTby approximately two orders ofmagnitude in a systematic way (indeed, the
deviations of CNTpredictions from experimental nucleation rates have been noted andwidely debated over the
last few decades). This observation corroborates previous experimental works, e.g. [26, 38, 59–61], where
dramatic differences betweenCNT and experiments have been observed. For instance, in the case of proteins, it
has been shown experimentally that CNT tends to overestimate the nucleation rate by several orders of
magnitude (e.g. [26]), in agreement with ourfindings. Further, in the case of water, it has been reported that
CNT systematically overestimates nucleation rates with respect to experimental observations (in qualitative
agreementwith our results) by approximately two orders ofmagnitude [61]. It is this qualitative agreement that
makes us believe that the framework outlined here offers a complete and rational understanding of nonclassical
nucleation, and in away that clarifies the elementary dynamic characteristics of nonclassical nucleation.

4. Conclusions

Wehave introduced a general theoretical framework to describe nonclassical nucleationwith simple and exact
analytical expressions. By taking the nucleation process to follow themost-likely route after the initial
metastable state, we obtain exact expressions for both the nucleation cluster distribution and the nucleation rate
and time.Our framework is capable of describing complex nonclassical features of nucleation butwith
equations of the same level of simplicity as CNT.Analyzing the cluster distribution, we observe that the stability
of the nucleation clusters is governed by an effective energy barrier which includes the kinetics ofmatter inside
the nucleation cluster. Such an effective barrier could, in principle, have an arbitrary number of intermediate
localminima depending on the complexity of the kinetic coefficient but showing no intermediate states in the
thermodynamic potential. This highlights the importance of the cluster kinetics in describing the ubiquitous
multistage nucleation pathways and nucleation precursors, among other nonclassical features.Moreover,
although the theory is tested herewith only one- and two-parametermodels of nucleation clusters, it is generic,
hence not restricted to the specific conditions considered, and can be used in awide spectrumof other settings,
e.g. crystallization by including a third order parameter such as the crystallinity (alongwith amore sophisticated
free-energy functional).

Applying our framework to a particularmodel of clusters characterized by the inner density and the size of
the cluster, we obtain deviations from theCNTpredictions for the nucleation rate similar to previous works. But
we also gomuch further. In particular, unlike previousworks we study the nonequilibriumdistribution of
clusters. This is donewith the help of the effective energy barrier defined in section 2.Ourmain conclusion is
that the predicted nucleation cluster distribution ismuch richer than theCNTprediction, due to the intrinsic
kinetics of the process, which is naturally incorporated to the energy barrier in a self-consistentmanner. Indeed,
the system seems to follow the formation of intermediate density (precritical) clusters, i.e. nucleation precursors.
Evenmore, the kinetics of cluster formation favors the appearance of clusters with density very close to that of
the critical cluster. Thismechanismof formation of nucleation precursors offers insights on the origin of

Figure 9.Nondimensional nucleation times predicted by our framework (blue line) andCNT (green line), equations (9) and (D.5),
respectively. There is a systematic difference betweenCNTand our framework of approximately two orders ofmagnitude. This is
shown by the red dashed line, which represents theCNT estimationmultiplied by 102. (a)Nucleation time as a function of the
supersaturation ratio S. (b)Nucleation time as a function of the nucleation barrier, b bDW = DW( )sc c .
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seemingly stable precritical clusters that have been recently observed in experiments. Indeed, wefind that the
appearance of nucleation precursors can be a direct result of a complex competition between kinetics and
thermodynamics, without having to involve complicated energy landscapes as commonly postulated.

Finally, interesting applications of the framework developed herewould be to considermultiple-particle
species and confined geometries. These conditions seem to be the canonical experimental setting to observe
nonclassical nucleation (such as thewidely knownpre-nucleation clusters or the two-step nucleation
mechanism,which lack a formal theoretical explanation as of yet). Also, another interesting studywould be the
application of our framework to scrutinise the effects of inter-particle hydrodynamic interactions on nucleation.
These interactionsmight have an impact on diffusivity, and hence, on particle dynamics, which has been shown
to be crucial to understanding certain features of nonclassical nucleation.We shall examine these and related
questions in future studies.
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AppendixA.Derivation of the arc-length dynamics

Asmentioned at the beginning of section 2, our starting point is the overdamped FH equation for colloidal
systems (figure A1) [44]:

xr r
db r
dr

r
¶
¶

=   + 
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with x ( )tr; being a zeromean and delta-correlated fluctuating force, such that xá ñ =( )tr; 0 and
x x d dá ¢ ¢ ñ = - ¢ - ¢( ) ( ) ( ) ( )t t t tr r r r; ; 2 . Integrating equation (A.1) over a spherical shell gives an evolution
equation for the cumulativemassm(r; t) of spherically symmetric density distributions ρ(r; t) [45]:
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withm(r; t) defined as in equation (2), ξ(r; t) having zeromean and x x d dá ¢ ¢ ñ = - ¢ - ¢( ) ( ) ( ) ( )r t r t r r t t; ; 2 .
Consider now the parameterization of the density profile of afluctuation in terms of a collection of scalar
parameters = ¼( )x xx , , N1 , so that r r=( ) ( ( ))t r tr x; ; . Hence, =( ) ( ( ))m r t m r tx; ; , so that:
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The latter equation can bemultiplied by a test function ( ( ))W r tx;j and integrated over r, resulting into:
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Equation (A.2) can be given the geometric interpretation of a gradient flowon the energy surface inmass space
with ametric of ¶ ¶ -( ( ) )m r t r; 1. This allows us to define the distance between twomass distributions as [45]:
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0
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It can be shown that the definition of gijwhichminimizes the distance between the parameterizedmass
distribution ( ( ))m r tx; and the actualmass distributionm(r; t) is the one involving the following definition for

( ( ))W r tx;j :
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Wecan carry out the integration on the first termon the right-hand side of equation (A.4), which produces
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wherewe have used that =¥ ( ( )) ( ( ))m r t N tx xlim ;r , the total number of particles in the system, and that the
system is expected to have bulk properties at infinity, so that d r dr m=r¥( [ ] ( )) ( ( ))F rlimr r tx; . The second
term in equation (A.8)was obtained by using the functional chain rule, so that r=( ) [ ( )]F Fx x . Upon
substitution of equations (A.8) into (A.4)we obtain:
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wherewe have alsomade use of the definition of the (Landau’s) grand potentialΩ=F−μN. Equation (A.9)
must be interpreted in the Stratonovich sense, since the equation is not Itô–Stratonovich equivalent andwe have
used the usual chain rule for derivatives. In order to get a simpler form for the noise term,we first need to obtain
the Itô representation of equation (A.9) and then substitute the noise termwith a simpler onewith the same
autocorrelation. Utilizing the standard Itô–Stratonovich transformation rule [62], we get the equivalent Itô
form:

Figure A1. Flow diagramof the approach used to obtain the expressions presented in this work from the full underlying particle
dynamics. Arrows indicate the interconnectedness of the different equations. Thick boxes:main results of this work. Text on arrows
give brief descriptions of the approximations/manipulationsmade. Nomenclature: ̂ projection operator, fneq nonequilibrium
distribution, γ/m?1 overdamped limit, and òá ´ ñtd time integration and average overmultiple realizations [44].
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where Einstein’s summation conventionwas used for simplicity. The noise term in equation (A.10) has
autocorrelationDij given as follows:
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Thus, the noise term can be replaced by the simpler form x- ( ) ( )D q txij j
1 with =( ) ( ) ( )g q qx x xij ik jk and

x x d dá ñ = - ¢( ) ( ) ( )t t t t2i j ij . The second term in the right-hand side of equation (A.10) is the noise-induced (so-
called spurious) drift, with components ( )( )h xi

I , under Itôʼs interpretation. For Itô–Stratonovich equivalent
equations, this term vanishes. After somemanipulations, this term can be rewritten as follows:
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Thus, we arrive at the simplified version of equation (A.9) under Itôʼs interpretation:
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which is again a gradientflowon the energy surface in x-space with -g
ij

1 asmetric. If wewanted towork under

Stratonovich calculus, we could use the same equation butwith the following noise-induced drift:
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Asmentioned before, the nucleation pathway is identified by theMLP,which is determined by the temporal
evolution of the order parameters t( )x . This can be seen as a parameterized curve,

t t t t tG = ¼ Î {( ( ) ( )) [ ]}x x, , : ,N1 0 end , where τ0 and τend are the values of τ related to the initial and final state,
respectively. That said, we canfind a natural reparametrization of the curve by using the arc-length over the
curve:
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so that, tG = G( ) ( ( ))s s , where τ(s) is the inverse of s(τ). Under these conditions, the density profile can be re-
parameterized as
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which leads us to a single order parameter description of the dynamics. Applying the previous derivation to the
case of a single parameter, equation (A.13) is simplified substantially as ( )g xij becomes g(s), ( )q xij becomes

( )g s , and the noise-induced drift is simply- ¶ ¶- ( ) ( )Dg s g s s1
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2 . Combining these results gives the desired

equation for s:
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Besides, the definition of g(s) given in equation (5), is readily obtained by using equation (A.7)with a single
parameter s:
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Appendix B.Derivation of themost-likely cluster distribution

As shown in appendix A, the dynamics of the arc-length parameter s along theMLP is governed by the stochastic
differential equation (4). Accordingly, the probability distribution P(s; t) for observing a nucleation cluster at a
certain position s on theMLP (see figure 1) at time t, satisfies the Fokker–Planck equation [62]:
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with ( )J s being the probability flux at s.Whilefinding an exact analytical solution for equation (B.1) is a hard (if
not impossible)problem, a simple case admitting a solution is that of a steady-state systemwith constant
probability flux J. Under such conditions,
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for which the steady-state distribution can be readily found:
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whereA is a normalization constant. To ensure such a steady-state regimewith nonzero flux, we have to impose
a boundary condition that removes super-critical clusters once they reach a given size s+>sc. Hence, imposing
that the steady-state distributionmust satisfyPst(s+)=0 results in the desired equation for the nucleation
cluster distribution:
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Finally, the equilibrium regime is identifiedwith a zero probability flux, i.e. =J 0. Therefore, when the system
is an equilibrium (i.e. undersaturated) state, the cluster distributionwill be given as follows,
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AppendixC.Derivation of themost-likely nucleation rate

The nucleation ratemeasures themean production rate of super-critical nuclei (i.e., s>sc) per unit volume,
which in turn determines themean time required for the nucleation cluster to abandon themetastable basin
(i.e., 0�s<sc). Then
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whereN*=N(sc) is the number ofmolecules inside the critical nucleation cluster,P(N; t) is the cluster
distribution in terms of the number ofmolecules inside the cluster, ò=
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, so thatNc(t) can be understood as the normalization constant ofP(N; t). Applying the

time derivative in equation (C.1) and using equation (B.1):
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For the steady-state with a constant probability flux, J, satisfying the boundary condition at s+, thefirst term in
equation (C.2) does not contribute, sinceNc(t)=Nc, which eventually produces:
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which can be now substituted into equation (B.4) to eliminate J:
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This still leaves the question of determining the total population of clustersNc. To do that we can impose the
following condition on the total number ofmolecules ( )N0 in clusters up to sizeN0,

 ò ò ò= = =( ) ( ) ( ) ( ) ( ) ( )
( )

N N Nn N N N NP N N s N s P sd d d , C.6
N

c

N

c
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wherewe havemade use of the covariant structure of the theory, so that =( ) ( )P N N P s sd d .Manipulating
equation (C.6) yields:
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After substitution of equations (C.7) into (C.5), we obtain the nucleation rate,

ò ò
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wherewe havemade use of the definition of the average density r =( ) ( )N N V0 0 . To remove the dependence
on the parameterN0, wewill useN0=N(sc), so that s(N0)=sc. Finally, for low andmoderate supersaturations
we expect thatmost of thematerial exists in the formof small clusters, hence *r r~ ¥( )N . Combining these
results we eventually obtain,
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wherewe have introduced the definition of themost-likely nucleation time, tn.

AppendixD. Theoretical details

D.1. Interaction potential
The theoretical framework developed in this workwas testedwith amodel globular protein, assumed to interact
via the effective tenWolde–Frenkel potential [40]:
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whereα=50, ò0 is the depth of the potential well andσ is the hard-core radius. All numerical results in this
work are reported in reduced units, usingσ and ò0 to scale lengths, energies and times.
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D.2. CNT
Consider a system set initially in ametastable state with an average density r¥, whichwill eventually nucleate a

newphase of density r( )
0
bulk , such that

w r w r= =¥( ) ( ) ( )( ) ( ) ( ) n, 0, 1, D.2n n
0
bulk

with w r = w r
r

( )( ) ( )n d

d

n

n and w r r mr= -( ) ( )f , where f (ρ) is theHelmholtz free-energy per unit volume andμ

the chemical potential. TheCNT framework is formulated on the basis that the nucleation clusters are governed
by a single order parameter, the size of the aggregate. Thus, amodel of thework of cluster formation is built
assuming spherically symmetric clusters with the same density as the final stable state.Moreover, a sharp
interface between the cluster and its surrounding is tacitly hypothesized. Thus:

r r r r= = Q - + Q -¥( ) ( ) ( ) ( ) ( )r r R R r r Rx; ; , D.30

with r r= ( )
0 0

bulk andΘ(r) being theHeaviside step function. As a result, thework of cluster formation is given by
thewidely known expression:

p
w r p gDW = W - W = D +¥( ) ( ) ( )( )R R R

4

3
4 , D.4c3

0
2

with γ( c) being the planar surface tension at coexistence and w r w r w rD = - ¥( ) ( ) ( ). From standard
arguments [1, 20, 21, 63], the time-evolution equation for the nucleation cluster distribution, i.e. the
corresponding Fokker–Planck equation, is readily obtained. From this and following classical arguments [1, 46],
the CNT expression for the nucleation rate is derived:
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withR+ being any value bigger than the critical radiusRc.We note that the classical relationship between the
nucleation rate and the escape time in equation (D.5) has been used to implicitly define tCNT. This expression is
not covariant,meaning that estimationsmadewith it will depend on the choice of the order parameter [62].
However, the results produced by equation (D.5) and the covariant counterpart fromone-parameterMeNT
only differ slightly, as discussed in detail in previousworks [46–48]. This way, we can use as a benchmark either
tCNT from equation (D.5) or theMFPT [47]:
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interchangeably, for all practical purposes. The reason for the choice of equation (D.5) is that it is the standard
CNTdefinition.

D.3.MeNT: two-parametermodel expressions
The formal derivation ofMeNThas been reviewed in appendix A and is sketched infigure A1. The two-
parametermodel of nucleation clusters was, for the first time, introduced in [47], and is given by:

r r r r
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with ρ1 being fixed by the conservation of the totalmass, so that r r r+ - = ¥( )R R R R3
0 1

3 3
1 1

3 . The radiusR1

fulfills:

l
r r

r
= +

- ¥

¥

⎛
⎝⎜

⎞
⎠⎟ ( )R R R , D.81

3
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3

whereRmax andλ are constants thatmust be provided to themodel. A parametric studywas carried out in [47],
showing thatRmax limits the size of clusters with density close to r¥ and thatλmodulates the accessible region of
the parameter space. To avoid side effects,λ andRmax are set so that nearly all the parameter space is accessible.
We take the valuesλ=10 andRmax=20σ. Thework of cluster formation related to thismodel,
equations (D.7)–(D.8), is given by [47]:

r w r w r
r r r r
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with = p( )V r r4

3
3 and g r r= - ¥( )( ) ( ) ( )K c

0
c c , where r( )

0
c and r¥

( )c are the equilibriumbulk densities at
coexistence. Finally, the components gij themetric tensor (seefigure A1) are obtained by substituting
equations (D.7) into (A.7). Themetric tensor is required to compute theMLP,Γ. The kinetic coefficient g(s),
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equation (5), can be readily written in terms of the components gijwhenΓ is re-parameterized in terms of ρ0 (i.e.,
R=RΓ(ρ0)) by using equation (A.18):
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with themetric components given as follows:
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wherewe have introduced y=R/R1 for simplicity.
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